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To my Mother 



Preface 

R A N D O M processes in one form or another have influenced scientific thinking for at 
least 200 years. Profound v^orks have been written on the subject by Laplace, Bertrand, 
Poincarι, Borel, Markoff and more recently by Keynes and by Fisher. At the same 
time practical applications of the method were made in the interpretation of the 
physical world, the success of which had a deep influence on the old mechanistic 
beliefs of many classical scientists. The explanation of Brownian motion by Einstein 
on purely statistical grounds was of immense importance in this respect and initiated 
the subject of stochastic processes and the subsequent developments that have led to 
our present understanding of random phenomena. Having made these remarks it must 
now be emphasized that the present book in no way attempts to interpret or discuss 
any philosophical implications of the probabilistic versus deterministic viewpoints of 
nature. We shall accept the fact that some phenomena, whilst possibly originating 
from mechanistic and reversible events, can only in practice be usefully understood in 
terms of a random process defined by some prescribed law of probability. With this 
in mind, the methods of random processes are applied to the relatively new branch of 
engineering science known as Nuclear Engineering. 

The book itself is an attempt to complement the works of Thie (1963)t and Uhrig 
(1970)1 which are the only existing publications on random processes in nuclear 
reactors of any depth written in the English language. The aim of this book, therefore, 
can be summed up by the word pragmatic. In other words, it describes the problems 
that a nuclear engineer may meet which involve random fluctuations and sets out in 
detail how they may be interpreted in terms of various models of the reactor system. 
This practical approach is preceded in Chapter 1 by a brief discussion of the origins 
of random processes and a list of other fields of study in which random problems arise. 
Many of the techniques developed for the understanding of these older problems, in 
particular biology, are of direct interest to the nuclear engineer who can often 
" b o r r o w " them with only a small change in notation and re-identification of the 
random source. Chapter 2 continues this line of thought and illustrates the general 
mathematical methods employed by applying them to simple birth and death problems 
such as arise in some biological and ecological situations. The application to neutrons, 
which can be interpreted as members of a population, then follows in an obvious 
manner. 

It is stressed in the book that noise phenomena in nuclear reactors are divided 
distinctly into two classes: zero energy systems, where the branching process due to 

t Reactor Noise, Rowman & Littlefield, Inc. 
% Random Noise Techniques in Nuclear Reactor Systems, Ronald Press, N.Y. 
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fission is of paramount importance, and power reactors where the noise sources arise 
from mechanical origins rather than from any specific nuclear effect. In the case of 
power reactors the neutronic behaviour is indirectly influenced by feedback through 
the effect of the mechanical perturbations on the neutron cross-sections or geometrical 
arrangement of the system. In Chapter 3, therefore, we apply the general technique to 
zero-power problems and bring out the basic effect of fission, and fluctuations in the life
time of neutrons, on the measured response. From this, the notion that the steady-state 
reactor is of little interest, from the point of view of kinetic studies, is shown to be false, 
since the noise superimposed on the steady background is rich in dynamic information. 

Chapter 4 takes the problem further and shows how probability distributions 
themselves can be obtained for quite complex situations. In Chapter 5, a rather differ
ent view of random processes is put forward as promulgated by Langevin. Here the 
basic equations of the deterministic system are written down and then parameters are 
identified which could give rise to noise. In this chapter the very important formula
tion of the Fokker-Planck equation and some of its applications are discussed. 

Chapter 6 concentrates on the interpretation of power reactor noise. From the 
point of view of the engineer this is an important chapter since, unless noise analysis 
can be accepted as a reliable technique for day-to-day analysis of commercial reactor 
systems, it is likely to remain a scientific curiosity of academic interest and of only 
peripheral practical value. This would certainly be unfortunate since it contains a 
wealth of information which, when interpreted correctly, would provide considerable 
financial savings to commercial users of power reactor systems. Indeed, paradoxically, 
it is the amount of information contained in noise signals that is the reason for the 
present caution regarding its acceptability as a diagnostic tool. This is because the 
information needed for a particular problem is often masked by a number of other 
effects. For this reason the interpretation of noise from reactor systems on the basis 
of simple models can be dangerous and, in Chapters 7 and 8, a detailed space-
dependent study of noise is made and the limitations of many "po in t -model" approxi
mations highlighted. This is particularly stressed in Chapter 8, which deals with power 
reactors, and it is emphasized there that a full understanding of the heat-transfer, 
fluid-flow and vibrational problems is required before any definitive and unequivocal 
statements can be extracted from noise analysis. Here it is also stressed that the noise 
measurements are not necessarily most effective when applied to the neutrons them
selves, but that additional and sometimes superior information can be obtained by 
studying the fluctuations of temperature or bubble dynamics directly. Thus the last 
chapter, Chapter 9, deals with a number of associated problems connected with 
mechanical, hydraulic and thermal noise sources which must be understood before 
they can be incorporated into the full reactor system. 

In all of the work described, full use has been made of, and credit given to , the 
publications of many engineers and scientists throughout the world. Whilst the books 
of Thie and Uhrig are referred to, probably the main assistance came from the 
various symposia on noise analysis that have appeared over the last ten years. Thus 
it is a pleasure to thank the contributors to the USAEC Proceedings on noise analysis 
held at the University of Florida in 1963 and again in 1966. Also, the Proceedings of 
the Japan-United States Seminar on Nuclear Reactor Noise Analysis in 1968 were of 
immense value as far as practical applications are concerned and for the personal 
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viewpoints of those present regarding the future potential of noise in the nuclear 
engineering industry which, on the whole, were favourable but cautious. 

With these sentiments in mind, the present monograph is written for practising 
nuclear engineers who wish to understand the scope of noise analysis and to apply it 
to their own particular problems. Research students will also benefit from the book 
since it is fairly self-contained whilst providing many references that will either 
complete any gaps or enable the reader to study some related topic in more depth. 
One regret is the author 's unfamiharity with the significant East European contribu
tions to the understanding of random processes in nuclear reactors and he has there
fore not been able to give due credit to much of this work. However, the author would 
not hke the West European and North American bias of his work to be misunderstood, 
but simply to be regarded as a personal limitation to carry out the necessary extensive 
literature searches. 

Finally, it is with great pleasure that the author extends his thanks to the Instituto 
Energia Atσmica, Sao Paulo, Brazil. In 1973 the author was invited to give a course 
of lectures in Sao Paulo on reactor noise and it was those lectures, together with a 
number of constructive criticisms from the audience, that developed into the present 
book. The author would also like to acknowledge discussions with George Kosαly of 
the Central Research Institute for Physics in Budapest, with Chris Greef of the 
Central Electricity Generating Board and with Ken Mansfield of Queen Mary 
College. These discussions have been of considerable value during the writing of this 
text. Naturally, however, any shortcomings of the book are to be attributed to the 
author. Ann Williams had the doubtful pleasure of typing the manuscript, for which 
her husband is profoundly grateful. 

M. M. R. W I L L I A M S 

London 
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Historical Survey and General 
Discussion 

1.1. Introduction 

The concept of statistical methods has permeated science for many years. It can be 
found in the work of Laplace, and the seeds of the method are evident in the Buffon 
needle problem (1777) which is familiar to most sixth-formers. However, in the sense 
of application to practical problems and recognition of the fact that a random process 
is involved we must begin with the kinetic theory of gases as formulated by Boltzmann 
(1872). It was Boltzmann's ideas on the molecular chaos assumption and the nature 
of irreversibility which led to the development of the subject as we know it today. 
However, it is not the purpose of this book to give a fundamental exposition on the 
nature of causal and statistical effects or, in modern parlance, deterministic and 
stochastic theory, but rather to apply the techniques that have been developed to the 
understanding of a specific subject, namely that of statistical fluctuations in nuclear 
reactors. Nevertheless, before dealing specifically with nuclear reactor problems it will 
be of value to examine the way in which the subject has developed at the practical 
level in its attempts to explain physical, biological, engineering and other phenomena in
volving some degree of randomness. We shall therefore give a short history of the subject 
with occasional digressions to explain the physical reasoning behind certain arguments. 

Following Boltzmann's pioneering eñOrts to understand gas behaviour at the 
microscopic level, Einstein (1905) and Smoluchowsky (1906) introduced statistical 
methods into the study of physical phenomena in connection with the explanation of 
Brownian motion. Their methods were simple but effective and were developed more 
rigorously by Langevin (1908) whose technique had the property that it could be 
generalized and applied to other physical phenomena involving more general random 
disturbances. Using the idea of random impulses, Campbell (1909, 1910úf, 1910¿) was 
able to relate the mean square behaviour of a system to individual microscopic events. 
This work subsequently led to the prediction of shot noise in electronic valves. The 
mathematical formalism developed by these early workers in the field of random 
processes initiated what is today called the theory of stochastic differential and integral 
equations (Wax, 1954; Bharucha-Reid, 1968; Srinivasan and Vasudevan, 1971). 

In the years since the explanation of Brownian motion by statistical methods many 
branches of science and technology have benefited from its use. It is difficult to 
catalogue all of the topics but the following list is fairly comprehensive: 
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1. Statistical mechanics (Moyal, 1949). 
2. Cosmic ray showers (Arley, 1949). 
3. Random telegraph signals (Rice, 1943). 
4. Fatigue stresses in structural materials (Miles, 1954). 
5. Turbulence (Hinze, 1959). 
6. Population growth (Bartlett, 1960). 
7. Bacterial colonies (Gani, 1965). 
8. Insurance risks (Bharucha-Reid, 1960). 
9. Economic studies (Bharucha-Reid, 1960). 

10. Ecological problems (Bartlett, 1960). 
11. Neurone behaviour in the brain (Rashevsky, 1948). 
12. Diffusion through membranes (Breton, 1963, 1968, 1969, 1970a, 19706). 
13. Operational research and queueing theory (Bharucha-Reid, 1960). 
14. Wave propagation through random media (Chernov, 1960). 
15. Physical chemistry (Dainton, 1966). 
16. Neutron density fluctuations (Thie, 1963). 
It is, of course, the last topic which concerns us in this book. However, in many 

instances, either the techniques developed for one of the other subjects will be invoked 
or, indeed, our neutron problem may be directly linked up with, say, a stress or 
turbulence problem. We shall therefore continue to discuss the general development 
of the subject and only later specialize to reactor problems. 

1.2. The Boltzmann equation 

It is useful to discuss Boltzmann's early work on kinetic theory for several reasons 
but mainly because it will enable the limitations and interrelationships of later work 
to be more fully appreciated. 

Boltzmann ñrst published his famous equation in 1872 (Boltzmann, 1872). The 
prime purpose of the work was to obtain an accurate picture of the velocity distribu
tion function of gas atoms under various conditions of non-equilibrium. The equation 
so derived was a particle balance for what we now call the one-particle distribution 
func t ion / (ν ,Γ ,Ο, where f(\,rj)d\dr is the average number of atoms in the volume 
element dr about r with velocities in the range (v ,v+i /v) at time t. 

The equation was written, for a single species gas, in the form: 

| + v . V , / + ^ . V , / = / ( / , / ) , (1.1) 

where the left-hand side represents losses from phase space due to applied forces and 
gradients in density and the right-hand side denotes a term whose presence attempts 
to restore the thermal equilibrium destroyed by the loss terms. / ( / , / ) is in fact a 
collision term which is non-linear i n / a n d assumes that the molecular chaos hypothesis 
is valid, i.e. all velocity correlations of atoms are destroyed after a collision. 

Whilst Boltzmann was able to make very general statements about the solution of 
eqn. (1.1), he was unable to obtain a closed form solution. This was to be the task of 
Hilbert and of Chapman and Enskog. It is a sobering thought that at the beginning 
of this century there were still many influential critics of Boltzmann's equation, and 
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its acceptance as a method for understanding gaseous motion was not as universal 
as one might have supposed. N o one, today, would now doubt the validity of Boltz
mann's ideas and indeed we use Boltzmann's equation to describe the statistical 
motion of transport for a very large number of different particles in addition to the 
atoms and molecules originally considered by Boltzmann. 

The Boltzmann equation is, among other things, used to describe the motion of the 
following types of particle or pseudo-particle: 

1. Neutrons. 
2. Electrons and ions. 
3. Radiation. 
4. Phonons. 
5. Motor cars. 
Of paramount interest to reactor physicists are items 1 and 3, i.e. neutrons and 

radiation, since these arise in most aspects of reactor design. 
Electron and ion behaviour are of interest to plasma physicists and designers of 

electronic valves, whilst phonons enter into the realms of the solid state physicist. 
Motor cars constitute traffic-flow problems and Boltzmann-like equations can be 

derived for the flux of traffic under certain conditions (Newell, 1956). 
In general, the problems that we have discussed above involve the simultaneous 

interaction of different particles and, for this reason, there will exist particle distribution 
functions y;(v,r ,0 for each species /. In such cases the single Boltzmann equation is 
replaced by a set of coupled equations of the following form (Williams, 1971): 

l+v. v ;y ; .+^ . v,/;-= Σ UULH Σ §ÁfJd 0 = 1 , 2 , . . .τν), (i .2) 

c>t nti j=i j=i 
where JaifiJj) denotes collisions between particles of types / and y, and §ij(fijj) is 
introduced to account for sources and sinks of particles arising from multiple produc
tion processes and/or removal by "cap tu re" . 

This then in the classical sense is the most general Boltzmann system but it can be 
simplified for diflferent physical situations. Before specializing to the case of neutrons, 
however, let us stress the hypothesis of molecular chaos and the consequent reduction 
of the equation to a consideration of mean values only. In a more general theory, 
based upon the Liouville equation for iV-particles, we would have an expression for 
the function , 

^ i v ( r i , v i ; r 2 , V 2 ; . . . r ,y , \^r\t) (1.3) 

which defines the joint probability that, at time /, particle 1 is at ( Γ Ι , Υ Ι ) , particle 2 at 

(FajVg) , etc. Our one particle distribution f u n c t i o n , / ( Γ ι , Υ χ , ί ) , is then given by 

/ ( Γ Ι , Υ Ι , Ο = Ν W^r(r^,\j^; r 2 , V 2 ; . . . r^^y^l^dr^dv^ ... dr^d\^, (1.4) 

i.e. integrated over all particles except 1 (Williams, 1971). If this type of averaging 
is applied to the Liouville equation directly, we obtain a Boltzmann-like equation 
except that, on the right-hand side, / will depend not on / but on the two-particle 
distribution function . 

/ 2 ( r i , v i ; 1*2,^2,0 (1.5) 

which is a measure of the correlation in position and velocity between particles 1 and 2 
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1.3. Applications in other fields 

Clearly, the application of noise methods to neutrons is a relatively recent matter 
and to obtain a more precise picture of how noise methods in general developed we 
should discuss some of the earlier applications. Thus, in 1908, Erlang (Brockmayer et 
al, 1948) carried out work on telephone traffic in order to obtain an estimate of the 
optimum number of exchanges such that there was a minimum engaged period subject 
to the fluctuating demand of calls not exceeding some prescribed average rate. This 
work turned out to be a major contribution to what is now known as the theory of 
queues. Queueing theory is the basis of operational research and is used in such diverse 
activities as the loading and routing of vehicles, machine breakdown and repair, the 
timing of traffic lights, checkout times in supermarkets and inventory control. It is also 
finding use in the nuclear power field in connection with fuel reprocessing. The con
nection with stochastic processes follows from the fact that the source or input (e.g. 
customer) and the operation (e.g. service) are random variables. Thus a probability 
balance equation may be formulated and the conditions for prescribed probabilistic 
criteria evaluated. 

A further very early application of random processes was in insurance for which the 
various risks had to be evaluated. Actuarial science is now a highly developed field of 
study involving the most sophisticated probabilistic methods. It is, however, a semi-
empirical science since its laws have been built up by experience of actual cases and 
not from any basic theory of the microscopic (i.e. individual) behaviour. Abnormal 
situations such as epidemics are unlikely to be allowed for in actuarial tables of 
insurance premiums. 

This discussion of insurance risks is an obvious introduction to the problems of 
fluctuation problems in the life sciences in general. In fact the use of mathematical 
methods in biology can be traced back to Galton's work on co-relations (i.e. the 
propagation of males in a family) in the last part of the nineteenth century or, if we 
include demographic studies as part of biology, to Graunt 's Bills of Mortality at the 
beginning of the seventeenth century. Later, such famous people as Pearson, Fisher, 
Haldane, Lotka and McKendrick contributed to the statistical analysis of biological 
characteristics, agriculture, mathematical genetics, animal ecology and epidemic 
theory, the latter subject being of particular relevance to neutron multiplication in a 
fissile medium. Later work by Schlesinger, Delbrück and Luria in bacterial virology 
(1930s and 1940s) makes use of stochastic models for bacteriophage. The state of the 
art in this particular subject has been admirably surveyed by Gani (1965) from a 
mathematical and physical viewpoint. 

as a result of the " m e m o r y " of their previous colHsions. Boltzmann's assumption 

was to set ^ ^j^^ ^ / i 

/ 2 ( r i , V i ; r 2 , V 2 , 0 = / ( r i , V i , 0 / ( r 2 , V 2 , 0 (1.6) 

which is molecular chaos and implies no correlation. 
Whilst the assumption of molecular chaos is good for dilute systems involving 

binary colHsions, it becomes poor for dense systems. Thus high-pressure gases and, 
in particular, liquids must include equations for / a explicitly. However, we shall not 
discuss this point in any detail here. 
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The theory of epidemics, population growth and bacterial colonies are important 
fields in which stochastic fluctuations arise and are of paramount importance in 
predicting the probable outcome of a situation. Thus, for example, to study population 
growth, whether it be people or bacteria, it is necessary to set up a probabilistic 
balance equation in which the birth and death rates are included together with immi
gration and emigration. As well as the normal population behaviour, it is possible to 
consider predatory mechanisms such as wars and epidemics. From these calculations 
the chances of extinction of particular species can be obtained as well as the changes 
in the age distribution of the population with time. Knowledge of such factors is of 
considerable importance to sociologists and local government whose job it is to esti
mate future demand both in time and place. A related problem, still in the biological 
context, is the growth of population subject to mutat ion: this can apply to viruses 
which may subsequently become resistant to certain antibiotics and also to human 
populations subject to radiation hazards from both natural and artificial sources. 
It is important to emphasize that in all of these works average values can be very 
misleading and the stochastic approach is essential to study the probable (and often 
very large) deviations from the mean. 

Another important application of stochastic processes and one which is again 
related to neutron behaviour in reactors is that of the theory of cascade or branching 
processes. For a definitive study and discussion of this subject the reader is referred to 
Arley (1949) who discusses basic theory and appfications to cosmic radiation in the 
Earth's atmosphere. The problems of cascade came to the forefront of interest in the 
1930s when physicists were attempting to explain the energies of electrons and photons. 
These particles in turn collide with the atoms of the atmosphere and cause ionization, 
i.e. produce further particles, are captured and also are degraded in energy. The problem 
was to explain the distribution at the ground or at some higher level. Basically, the 
radiation received consisted of the soft-component consisting of electrons and photons 
and the hard-component consisting of the much more penetrating mesons. Cascade 
theory, which is based upon a space, time and energy probability balance, enables one 
to calculate the mean, mean square, etc., number of particles to be expected in a 
shower initiated by a primary photon or electron of a given energy after a given 
thickness of material has been traversed. Efferts to calculate the fluctuations in 
cascade showers have been made by Furry (1937), Nordsieck et al. (1940), Scott and 
Uhlenbeck (1942), Heitler and Janossy (1949α,έ), Janossy (1950), Janossy and Messel 
(1950), Bhabha and Ramakrishnan (1950), Scott (1951) and Ramakrishnan and 
Matthews (1954). Many of the earlier authors mentioned above have replaced the 
actual problem by a model which corresponds to it to a greater or lesser extent. The 
later authors were able to include more details of the actual energy-loss mechanisms. 
Solutions of the equations, which were coupled probability equations for photons and 
electrons, enabled the means and variances of the two types to be computed for 
comparison with experiment. A comprehensive summary of the cascade equations 
may be found in Bharucha-Reid (1960). Further applications of cascade theory have 
been in the development of inelastic nuclear scattering (Le Couter, 1952) in which a 
probability function is found for the probability that a nucleus of mass A-^ charge Ζχ 
with excitation energy disintegrates to leave a residual nucleus of mass charge 
with excitation energy in the range (C/g, U^ + dU^); see also Messel (1952). 
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Additional problems of statistical theory arise in physics and we can list the theory 
of radioactive decay chains in which a series of successive disintegrations occur and it 
is desired to find the average number and variance of a particular species after a 
certain time. The theory of particle counters which involve ionization cascade pro
cesses and dead time effects is a further example. There is also the theory of tracks in 
nuclear emulsions: here the charged particle activates some of the crystals in the 
gelatin as it passes through. When developed, the activated crystal grows into a grain 
of large size whilst the inactivated grains per unit track length leads to a random set 
of results which must be correlated in accordance with the statistical laws involved 
(Blatt, 1955). 

Further applications in astronomy and astrophysics arise (Chandrasekhar, 1943), 
one of the most famous being an interpretation of the fluctuations in brightness of the 
Milky Way and another the spatial distribution of galaxies (Neyman and Scott, 1952). 

Chemical reaction kinetics must also in certain situations be treated on a proba
bilistic basis. It is often necessary in the early stages of a reaction to examine the 
fluctuations in the reaction rate of certain species since this will determine the subse
quent behaviour and its reproducibility: an important aspect in industrial applica
tions. The mathematical equations are not unlike those involved in radioactive decay 
chains (Dainton, 1966). 

Additional applications can be found in the interpretation of laser radiation. For 
example. Fleck (1966fl, ό, c) has examined the fluctuations of the photon populations 
in certain modes and excited atoms in certain states. Mandel (1958) has also examined 
the fluctuation of counts in a photo-electric detector by associating the incident 
photons with Gaussian random waves. 

Let us consider now a difl'erent aspect of randomness which relies not on probability 
balance concepts, but rather on the " i npu t -ou tpu t " philosophy. By this terminology 
we mean that the conventional equation for the average value of the system is set up 
and then certain terms in it are identified as being random and prescribed statistically: 
these are inputs. The output is the variable whose fluctuation is of interest; the 
randomness of the input is communicated to the output via the response character
istics of the system. What we have described is essentially the Langevin technique and 
Brownian motion is its earliest application. It has been extended to more complicated 
systems by Uhlenbeck and Ornstein (1930) who considered a Brownian particle acted 
upon by harmonic forces in addition to the random effects of molecular bombard
ment. Coupled oscillations have also been investigated (Wang and Uhlenbeck, 1945), 
as have the Brownian motion of strings and rods (Van Lear and Uhlenbeck, 1931). 
More recent research on the random motion of continuous systems includes the work 
of Spiegel (1952) and Lyon (1956) on random motions of strings. Bringen (1957) has 
also examined random motions of bars and plates. These problems bring out very 
clearly the input-output nature of the problem. An interesting series of papers in 
which the effect of Brownian fluctuations in galvanometers has been investigated are 
due to Jones and McCombie (1952). These authors follow up the work of Ornstein 
and Van Lear which is based upon an equation for the current in the galvanometer and 
its associated circuit including the inductive and resistive effects. The potential 
generated is affected by random electromotive forces generated in the circuit and the 
effect of these on the deflection of the galvanometer is examined using a technique 
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1.4. Applications to nuclear reactors 

We consider now the specific application of random processes in neutron diff'usion 
and reactor behaviour by returning to the general Boltzmann equation discussed 
earlier. It is from these equations that the basic equations of neutron transport can be 
derived and therefore an understanding of the reduction will be of importance in 
locating possible noise sources in reactor problems. 

In this connection it is useful to regard neutrons and the nuclei with which they 
collide as a mixture of two gases. The fact that the moderator is actually a solid or 
liquid can be shown to affect only the resulting cross-sections and not the structure of 
the equation (Yip and Osborne, 1966). 

Thus, with / ( ν , Γ , ί ) as the neutron density and F ( V , R , 0 as the moderator (nuclear) 
density, we can write eqns. (1.2) as: 

l+v. V / = / , X / , / ) + ^ ^ ( / , F ) + ^ , X / , / ) + .§,^(/,F)^ (1.7) 

V. VF = J,^(F,F)+U(f,FH§^AF,F) + §,Af,F). (1.8) 

We have omitted the force term since the only external forces acting, i.e. gravita
tional and magnetic, are negligible for the problems to be considered. 

To obtain the basic Boltzmann equation it is important to note that the neutron 
particle density η in any practical situation is given by 

η = 

whilst the moderator nuclei density 

Ν = 

fd\ < 10l«cm-^ (1.9) 

Fd\ - 1022 cm-^ (1.10) 

Thus it is valid to neglect / with respect to F. For this reason, in eqn. (1.7) we can 
neglect JfAfJ) and §ff(fj) to arrive at 

If+v. V / = / , ^ ( / , F ) + . § , X / , F ) . (1.11) 

borrowed from the Langevin-Brownian theory. Further work along these lines, both 
experimental and theoretical, may be found in Milatz et al. (1953) and Milatz and 
Van Zolingen (1953). A general theory of thermal fluctuations in non-linear electrical 
systems is given by Van Kampen (1963). The comprehensive articles by Chandrasekhar 
(1943) and by Rice (Wax, 1954) are mandatory reading for a basic understanding of 
stochastic processes and their range of applications. A more fundamental study cover
ing the theory of random functions and applications to Brownian motion, electrical 
current theory and quantum mechanics is to be found in Moyal (1949). Further 
techniques of analysis that prove useful for solving reactor problems can be found in 
the article on wave propagation in random media by Frisch (Bharucha-Reid, 1968). 
A comprehensive yet concise survey of noise phenomena may also be found in 
MacDonald (1962). 
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Similarly, eqn. (1.8) becomes 

dF '-^+\.\F = JMF,F) + §,AF>F). (1.12) 

If it is further assumed that the moderator atoms are in thermal equilibrium, or that 

their distribution function Fis known, we can accept eqn. (1.11) as a linear equation 

for / . 

The calculation of Jf^ and Sf-p remains, however. Now Jf^ denotes scattering and, 
in view of the rarefied nature of the neutron gas, it is reasonable to suppose t h a t / a n d 
F are uncorrected and that molecular chaos is valid. Moreover, it is possible to 
rewrite Jf^ as the difference between two terms, viz. 

JfFif^n = frfvi fdV, ¡dy.Wf^iy ->νί; V2 - > ν ^ ^ ( ν 0 / ( ν ί , Γ , ί ) 

- / ( ν , Γ , Ο dVo 

which physically represent the scattering in and scattering out of the velocity range 

(v,v + rfv). Wf^..) is the interparticle scattering function (Wilhams, 1971) and we 

find it convenient to condense eqn. (1.13) to the form 

JfFif^F) = dy'Σ(y' - > γ ) / ( ν \ Γ , 0 - ι ^ Σ , ( ι ; ) / ( ν , Γ , 0 , (1.14) 

where Σ(ν' -> ν) is the neutron-nucleus scattering kernel and Σ,(ν) is the total scatter

ing cross-section defined by 
dy'L(y -> v'). (1.15) 

These cross-sections are assumed known in all subsequent studies of the equation. 
The production term SfALF) is in many respects more difficult and subtle than the 

scattering one—at least in the context of neutronics. It is from this term, for example, 
that neutron noise will originate, although the simple treatment of §f^(...) would not 
suggest this. Following the simple theory we can obtain an expression for §fp by 
assuming that neutrons are produced from an external source Q(y,r,t) and from 
fission. Neutrons are also removed by capture. The fission source itself can be written 

J dyvvΣ,(v)f(y,τJH^ ^ÍCÍ{TJ)X,{VI (1.16) 

where A¿ is the decay constant for delayed neutrons of precursor concentration 

Q ( r , 0 . X{v) is the fission spectrum of prompt neutrons and Xi{v) that of the ith 
delayed neutron group. 

d is obtained from the equation 

where 

^ = -λ,C,+ß,jdyVvΣ,{v)Λy,τ,t), (1.17) 

(1.18) 

ßi being the fraction of neutrons in the zth delayed group from a fission event. Σ^(ν) 

is the fission cross-section and ν is the mean number of neutrons per fission. 
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1.5. Reactor noise 

The concept of reactor noise is best explained by reference to the steady-state 
reactor. For example, if one is asked to draw a graph of the output of a reactor 
operating at steady power as a function of time, the answer might appear to be trivial 
as shown in Fig. 1.1. However, a closer examination of the output of the detector 
which measures this power will show that superimposed upon the steady output is an 
apparently random fluctuation, so that the output takes the form shown in Fig. 1.2. 
These fluctuations about the average are referred to as reactor noise and the purpose 
of reactor noise investigation is to see whether an analysis of the fluctuations will give 
information about the reactor behaviour. Quite clearly, since the fluctuations are 
functions of time the information will concern the kinetic response of the system. We 
have therefore the possibility of gaining dynamic information from measurements at 

Absorption can be written as a negative source term, viz. 

Sa = -vΣ,{v)f{y,r,t), (1.19) 

Thus SfF(f,F) = Q + Sf-hSa. (1.20) 

We note that the moderator atom distribution is included in the definition of the 
macroscopic cross-sections Σf{v) and Σ«(ι;) as follows: 

νΣ,,Μ = J ^ v F ( F ) | v - V K , , , ( | v - V | ) . (1.21) 

This, of course, leads to Doppler broadening in the case of resonance type microscopic 
cross-sections o-f^aW) (B^U and Glasstone, 1970). We have now the complete Boltzmann 
equation for the average particle dens i ty / (v , r , i ) and it is this equation that is used in 
conventional studies of reactor physics problems. However, there is little evidence of 
any noise or fluctuation phenomena in this equation: indeed the only obvious source 
of noise or correlation was discarded with the introduction of molecular chaos. 
Nevertheless, whilst molecular chaos is indeed valid for neutrons, the correlation 
distance being of the order of a nuclear diameter (-^ 10"^^ cm) and the correlation time 
of the order of a colHsion time (-^ 10"^* sec), there is a new source of noise introduced 
which is, in general, not present in the gaseous systems discussed by Boltzmann. Such 
sources of noise arise from the extraneous source Q, the fission source Sf and from 
absorptions. These correlations are of a completely different order from those 
involved in molecular chaos and have time scales of milliseconds, and correlation 
distances of the order of a migration length. It is these phenomena, together with the 
additional mechanical perturbations in a power reactor, with which we associate the 
term neutron noise. The precise way in which the correlations mentioned above affect 
the form of the Boltzmann will be discussed in detail in the following chapters. 

The detailed mathematical reasoning behind the acceptance of the molecular chaos 
assumption and the necessary inclusion of correlations due to sources and fission may 
be found in Yip and Osborne (1966). 

Before attempting a full mathematical discussion on neutron noise it will be useful 
to talk in more general terms about its origin and the manner in which it manifests 
itself in a nuclear reactor. 
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P(t) 

Í 

FIG. 1.1. Power output from ideal deterministic steady-state reactor. 

P ( t ) 

FIG. 1.2. Actual power output from a steady-state reactor. 

Steady state. If such an investigation is successful it would indeed be a significant 
advance both economically and technically since it would obviate the need for the 
reactor to be shut down to perform dynamic safety tests. Also it would present us with 
a method for continuous monitoring of the reactor behaviour with the possibility of 
predicting malfunctions in advance. 

The problems, then, are: (1) how to extract the information from the random 
signal; (2) how to investigate the causes of the randomness; and (3) how to develop a 
theory to compare with experiment. Answers to these questions will be given in 
subsequent chapters. 

1.6. Classification of reactor noise 

It is appropriate at this point to classify reactor noise studies into two distinct types: 
(1) zero energy systems, (2) power reactors. This distinction is important since we shall 
find that in general very different sources of noise are prevalent in the two situations. 

1.7. Zero-energy systems 

In such systems we assume that effects due to temperature and mechanical or 
hydraulic effects of any type are absent. Thus the noise source arises entirely from 
nuclear origins and any additional independent neutron sources that may be present 
(de Hoffmann, 1958; Feynman, 1956). 
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1.8. Power reactor noise 

In addition to the specifically nuclear eff*ects discussed above, power reactors 
contain additional sources of noise introduced by mechanical perturbations. These 
can be due to vibration of mechanical parts, boiling of the coolant, fluctuations of 
temperature and pressure and many other phenomena peculiar to a particular reactor. 
The mathematical treatment of this type of noise is generally most conveniently treated 
by the Langevin technique and this, and the associated physical and engineering 
problems, will be discussed fully in Chapter 6. There is little doubt that if noise analysis 
in nuclear systems is to have any real future in nuclear engineering it must lead to 
results of practical engineering value. Two recent reviews by Seifritz and Stegemann 
(1971) and by Uhrig (1970) indicate that the theory of zero-power noise is fully under
stood and only cumbersome mathematical details remain to be solved. On the other 

The following noise sources are responsible for fluctuations in zero-power systems: 

1. Fluctuations in the number of neutrons per fission, i.e. there is a probability 
distribution p{v) that ν neutrons will be emitted per fission. In conventional reactor 
theory we are only concerned with the average value 

V 

In fact momentary local increases in ν can lead to corresponding local increases in the 
multiplication factor and hence the neutron flux. 

2. Fluctuations in the time between nuclear events. In general, one thinks in terms 
of mean lifetimes r«, τ/ , for absorption, fission and scattering, respectively. In fact, 
there is a probability law describing the time, r, spent between collisions, viz. 

P ( T ) r f r = e - / ^ ^ , (1.22) 

where Ρ(τ)ατ is the probability that a particular event will occur in the time interval 
(r, T+dr) after the previous event of that type. This law is entirely analogous to the 
well-known collision probability law 

F(x)dx = e-^i^^, (1.23) 

where λ is the mean free path and F(x)dx is the probability that a neutron starting at 
Λ: = 0 will suffer a collision in the region (x,x + dx). The connection between Ρ(τ) and 
F(x) can be obtained by noting that ν = xjr, where υ is the neutron speed. 

Bearing these laws in mind, we see the possibility of a succession of short times for 
fission events occurring, thereby leading to a momentary increase in the fission 
reaction rate. Alternatively, absorptions could predominate, leading to a decrease in 
neutron population. These are transient phenomena whose average fluctuation time 
is of the order of milliseconds. Nevertheless, they can be measured and, as we shall see 
later, can lead to dynamic information useful in reactor design and stability. 

3. The probability that a particular event will be a fission, a scattering or an 
absorption. It is possible, for example, for a succession of fissions to occur, or absorp
tions, leading once again to momentary increases or decreases in multiplication. 
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C H A P T E R 2 

Introductory Mathematical 
Treatment 

2.1. Introduction 

The mathematical treatment of noise in nuclear reactors operating at zero power is 
based upon the construction of an equation for the probability function 

ΡΝ,,Ν.' R2J2\ . . . | r , v , 0 (2.1) 

which denotes the probability that, given one neutron at position r, velocity ν at time i, 
there will result neutrons in a region of phase space at time ii,iV2 neutrons in 
R2 at etc. 

In a sense this quantity is a stochastic Green's function from which all other 
probabilities can be derived. It was first introduced into reactor theory by Pal (1958) 
and its use has been extended by Bell (1965). Both Pal and Bell have deduced an 
equation from which P ^ ( . . . ) can be obtained. This equation is rather complicated 
and interested readers are advised to consult the original literature for the details. 

A much simpler quantity to study in order to gain basic understanding of the noise 
process is P{N, t) which is the probability that, at time t, there are A'̂  neutrons in the 
system. We shall use this simple description to understand the way in which the 
neutron population ñuctuates in the point model approximation of one-speed theory. 
First, however, we shall discuss two random processes, which are simpler than that of 
fission, to illustrate the methods employed to solve this type of problem. 

2.2. The Poisson process 

In the Poisson process it is assumed that the chance of an event being recorded in 
any short interval of time, is independent, not only of the previous states of the 
system at earlier times (i.e. the definition of a Markov process), but is also independent 
of the present state (Srinivasan and Vasudevan, 1971). 

This process apphes to radioactive decay, provided Δί is short compared to the 
half-life of the substance under investigation. Let us illustrate the Poisson process, 
which is one of the simplest problems of a random nature, by considering the 
probability P{n, t) that a counter detects η counts in time t. 

1 5 
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P(n,t) = e-^^^^ (^ = 0 , 1 , 2 , . . . ) , (2.5) 

η = tnP(n,t) = At (2.6) 
n=Q 

and the variance by = n^—n^ = η = mean value. (2.7) 

The Poisson distribution also arises in other fields, such as the probability of a 
telephone exchange receiving a call in a given time. However, in that connection, 
more complicated probability laws frequently arise (Bharucha-Reid, 1960). 

As far as the practical utility of the probability P(n, t) is concerned we could equally 
well define the mean time {t) and the associated variance {t^} — {ty for iV particles to 
be detected. Thus an experiment could be performed in which, after Ν counts had 
been registered, the time ^ was recorded. Repeating the experiment a number of times 
would allow (t) and {t^} to be measured. 

According to the theory 
tP(N,t)dt 

<t}=- ^ (2.8) 
P(N,t)dt 

and {t'}-(ty = ^ - {<t>. (2.9) 

Thus, in practice, either method could be used to determine the system parameter λ. 

If λ is the probabihty per unit time of a detection, then we may write for P{n, t) the 
following balance equation: 

P(n,t-l·^t) = P{n-lt)ÁAt+P(n, t)(l-ÁM), (2.2) 

We ignore terms 0(At^) since it is assumed that the chance of two detections occurring 
in At is negligibly small. 

The above equation arises by consideration of joint and mutually exclusive 
probabilities. Thus, in words, we can say that : the probability of η detections in time 
t + At, [=P(n,t+At)], is equal to the probability that at time t there were (n-\) 
detections, multiplied by the probability of a detection in At, [=P(n-l,t)ÁAt], plus 
the probability that at time t there were already w-detections, multiplied by the 
probability of no detection in At, [=P(n,t)(\-XAt)], 

Allowing Δ? -> 0 converts this balance equation to a differential-difference equation, 

= X{P(n-l,i)-P(n,t)}. (2.3) 

If we start with the counter set to zero, the initial condition is 

P(rt,0) = ^ , , 0 (2.4) 

and the solution of the equation is readily obtained as 

n\ 
which is the Poisson distribution. 

We note that the mean value η is given by 
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dt 
= Xe-^^{P(n-l,t-a)-P(n,t-ä)}, (2.11) 

This equation may be solved by a technique that we shall introduce in detail later 
(the generating function method), namely, multiplying by and summing over all n. 
We then find that ^ 

G ( x , 0 = Σ P{nj)x- (2.12) 

is given by ^G(^ ^ Ae-^^(x-l)G(x,t-a). (2.13) 

The boundary condition is that P(n,t) = S^^ for all t<a, or G(x,t) = I fov t<a. 
This leads to the solution 

P(n,t)= Σ Á^^^^l-]e-^-^Ht-ma)^, (2.14) 

where [tja— 1] is the largest integer in t¡a—\. 
The mean value of the number of detections in time t is given by n{t) = Aiexp( —αλ), 

i\e. it is reduced by the dead-time factor as we expect. Interestingly, the variance 
n^—n^ remains equal to the mean as for the Poisson distribution. Thus the introduc
tion of a dead time, a, reduces the variance by a factor exp( — Λ Λ ) compared with the 
true Poisson process. 

2.3. A simple birth and death problem 

In a great many practical situations the appearance of new particles, i.e. births, or 
the disappearance of existing particles, i.e. deaths, does depend to some extent on the 
present population size—even if it still remains independent of past events. This is 
particularly true of neutronic ñuctuations and, in order to set the scene for that more 
complicated situation, we shall consider first the simple birth and death problem. 

Let us define the probability of a discrete random variable taking the value η at 
time t by P(«, t). 

Let us now make the assumption that the chance of a given particle producing a 
new one in time is λΔί. Thus in time Δί the population will increase by one. Now 
if the chance of any given entity reproducing in time Δί is λΔί, the corresponding 
probability that the complete population of size η will increase by one unit is «λΔί. 

An interesting extension of the Poisson process as apphed to the detector count rate 
problem is to include a dead time, a, during which, due to instrumental Hmitations, 
no count can be registered even if a particle does enter the detector. The probability 
balance eqn. (2.2) is now modified as follows: 

P{n,t + ^t) = P{n-\,t-a)e-^^λ^t^P(n,t-a)e-^\\-λ^t). (2.10) 

The first term on the right-hand side arises in the following manner: P(n—l,t — a) 
is the probability of n-l counts at time i - a , e x p ( — α λ ) from eqn. (2.5) is the prob
ability of no counts in a time a, and AAt is the probability of a detection in time At, 
A similar argument leads to the second term. Converting the equation to a differential 
difference one, we find 

dP(n,t) 
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Similarly, if μΑΐ is the chance that an entity will disappear (i.e. die) in Δί, then the 
probability that the complete population of size η will decrease by one unit is ημΑΐ, 

The chance of no change is i _ ( a + / , ) „ A í 

and we recall that the chance of more than one of these events taking place in At is 
negligibly small. 

Let us now write the balance equation for P{n,t), viz. 

P{n,t^-At)= P(n-l,t) x {n-l)XAt 
t t 

P r o b a b i l i t y of (n-1) w P r o b a b i l i t y of o n e 
e n t i t i e s a t t ^ b i r th i n Δί 

+ P ( « + 1 , 0 X (η+\)μΑΐ 
t t 

P r o b a b i l i t y of (n+1) y P r o b a b i l i t y of o n e 
e n t i t i e s a t t ^ d e a t h i n Ai 

+ P(n,t) χ[\-(μ + λ)ηΑΐΙ (2.15) 
t t 

P r o b a b i l i t y of η ^ P r o b a b i l i t y of n o 
e n t i t i e s a t t ^ c h a n g e i n At 

Letting At^O, this reduces to the following differential-difference equation: 

= λ(η-1)Ρ(η-υ)-(λ+μ)ηΡ(η,ΐ)+μ(η+1)Ρ(η+υ), (2.16) 

If we use the initial condition P(n,ö) = 3^^^,, (2.17) 

i.e. there is an initial number of particles equal to we can obtain a solution to the 
equation. This solution is rather complicated and not of sufficient relevance here to 
write down. The mean Ή, and variance σ^, however, can be obtained rather more 
simply and lead to ^ ( , ) ^ „ ^ , - c a - , , (2.18) 

and a\t) = ñ^-Ñ^ = n^ ^ ^ ^ J ^ ( λ - / . ) ί { ^ ( λ - / . μ _ 1}. (2.19) 
{A-μ) 

Thus, as we might expect, the mean value follows the exponential growth law whose 
exponent is determined by the difference between birth and death rates. The variance 
also increases for λ > μ, showing that when births exceed deaths the ñuctuations 
grow with time. Indeed, even when λ = μ, i.e. births and deaths balance, we find that 

~A^-Ñ^ = In^Át, (2.20) 

i.e. the variance increases linearly. 
It can be shown that this simple model is identical to the problem of neutron 

multiplication in the point model approximation for the case when the number of 
neutrons per fission is two. Thus a study of this problem is not as academic as it may 
seem. 

Before proceeding to the case of neutron multiplication, one further point is worth 
noting from this preliminary analysis, viz. the extinction probability, which we write 
mathematically as um ρφ, t) 

and which physically is the probability that, after a very long time, there will be no 
particles remaining in the system. This quantity is relevant in connection with reactor 
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safety studies. The general form of the "bi r th and dea th" process value of P(0, i ) can 
be calculated exactly as 

no 
(2.21) 

For λ^μ, clearly P(0, oc) = 1, (2.22) 

i.e. by waiting long enough the initial population, n^, will die out—become extinct. 
In neutronic language we have a sub-critical system. 

On the other hand, for λ > /¿, we find 

P(0,^) = [^f\ (2.23) 

which indicates that there is a finite probability for the initial population to become 
extinct. The system is super-critical although, because of the probabilistic nature of 
the physical process, it has a finite probability of decay. Such behaviour could not be 
predicted by conventional average value arguments and we shall return to this problem 
in Chapter 4. 

2.4. Application to neutrons: prompt effect only 

We shall now apply these techniques to neutrons. For simplicity space and energy 
dependence will be neglected, as also will delayed neutrons. However, it should be 
noted that these restrictions are unnecessary and are only used to simplify the 
exposition. 

The ñuctuations in the neutron population, P{N, t), due to fission differs from the 
simple birth and death process only in so far as we must define p(n), where 

p(n) = probability that η prompt neutrons are produced by a single fission event. 

Also we shall allow an independent source of S neutrons per second to be present: 
in the jargon of the birth and death problem this is known as immigration and it will 
be assumed to be independent of the present state of the system. 

We also define, in analogy with λ and μ, the following parameters: 

Tf = mean lifetime of a neutron for fission = ^ ^ 

Tc = mean Hfetime of a neutron for capture = 

To put it another way: 

νΣ^ Λ / 

j _ ^ 2 

Xf is the probability per unit time that a neutron induces a fission, 
is the probability per unit time that a neutron is captured. 

Now we set up a balance equation for P(N,t) as follows: 

P(N,t + At) = P(N-l,t) X 5Δί 
P r o b a b i l i t y t h a t there P r o b a b i l i t y t h a t t h e r e P r o b a b i l i t y t h a t in t i m e 
are Ν n e u t r o n s a t = are (iV - 1 ) n e u t r o n s a t X At t h e source e m i t s 
t i m e i + Δί t i m e t o n e n e u t r o n 
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+ P{N+\,t) X {N^\)XAt 
t t 

P r o b a b i l i t y t h a t a t t i m e P r o b a b i l i t y t h a t i n t i m e At o n e 
t there a i e (iV + 1 ) X n e u t r o n is c a p t u r e d , g i v e n t h a t 
n e u t r o n s there are (iV + 1 ) n e u t r o n s in t h e sys tern 

+ Σ ^ ( Α ^ + 1 -η, t) X pin) χ 1 - « ) Α^Δί 
η t 
P r o b a b i l i t y t h a t a t 
t i m e t there are X 
( i V + l - n ) n e u t r o n s 

t 
P r o b a b i l i t y t h a t i n t i m e At o n e 

X n e u t i o n c a u s e s a fission, g i v e n t h a t 
there are (Λ^ + 1 — n ) n e u t r o n s i n t h e 
s y s t e m 

P r o b a b i l i t y t h a t a n e u t r o n 
los s g i v e s r i s e t o η n e w 
n e u t r o n s 

+ P{N,t) X {\-SAt-N{X, + Xf)At}. 
I t 

P r o b a b i l i t y t h a t t h e r e ^ P i o b a b i l i t y t h a t n o n e u t r o n s are 
are Ν n e u t r o n s a t t i m e t ^ p r o d u c e d in t i m e Ai 
N . B . T h e t e r m i n v o l v i n g t h e s m n o v e r η d e s c i i b e s t h e fission 
b r a n c h i n g process . 

In principle, At should be large enough such that one neutron only can be emitted 
during it but small enough to make each of the events mutually exclusive, i.e. none 
of the events written above take place simultaneously in the same At interval. 

If we allow At ->0 and take the limit, this equation reduces t o : 

" ^ I ^ ^ S[P{N-U)-P{NJ)] 

+ λ,{Ν+ l)P(N+1,0 - (Ac + λ,)NP(N, t) 

+ XfY,p{n){N-\-1 -η)Ρ{ΝΛ-1 -η, t), (2.24) 
η 

(N.B. For ρ{ή) = S^^^ this becomes the birth and death problem discussed earlier.) 
This is a differential-difference equation and is most conveniently dealt with by the 

introduction of a probability generating function, defined as 

F(x,t) = ix''P(N,t), (2.25) 

and the auxiliary generating function 

fix) = Σ xyin) (2.26) 

(Bharucha-Reid, 1960; Frisch, 1959; Courant and Wallace, 1947). 
Now multiplying (2.25) by and summing over Ν we get after some rearrange-

= ix-l)5F(x,0 + [A , ( l - x ) ^X , i f i x ) - x ) ] ^J^, (2.27) 

which is a partial differential equation for Fix, t). 
The importance of Fix, t) lies in the fact that from it we may calculate the density 

moments of interest. For example, the average density Nit) is given by 

Similarly, the mean square density is 

(2.28) 

(2.29) 
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where μ^^ = N^-N^-N, (2.33) 

V = Σηρ(η) (2.34) 

and v(v-1) = Ση(η-1)ρ(η). (2.35) 

Solutions of these two equations are 

Ñit) = Ñ(0) e-i>*i^+y [1 - (2-36) 

and μ^^(ί) = μ^^φ) e-'P'i^ + ν(ν-1)λ, 

Ρ 2/o2 

i V ( 0 ) - ^ } 

, (2.37) 

where we have set pjA = —νλ, + λα, Λ being the prompt neutron generation time 
l/PA,. 

For a sub-critical system, we can allow the initial source transients to decay and 
obtain „ . 

Nico) = ^ , (2.38) 

which is the expected value from normal reactor kinetics (Glasstone and Edlund, 
1952). 

The value of /Í^TÍV becomes 
5Λ2 
2p^ 

or in terms of the variance 

ßNA^) = Kv-l)^f^ (2.39) 

-N^ = NÍ^l+v(v-l)^y (2.40) 

We note that the fluctuations caused by the fission process result in the variance being 
increased by the fraction v(v- 1)λ^Λ/2)0 above that for a pure Poisson process. F rom 

Higher moments can be obtained in a similar fashion. Thus if we can obtain F we can 
begin to study fluctuations about N, which is the prime purpose of noise theory, 
without the necessity of obtaining an explicit expression for P{N, t). 

A number of revealing facts can be obtained by direct differentiation of eqn. (2.27), 

^ = [ A X p - i ) - A J i V + 5 , (2.30) 

= {vXf-Xa)Ñ+S (2.31) 

(Λ^ = λ^ + λ/), which is the conventional point model equation for reactor kinetics 
(neglecting delayed neutrons). 

Similarly, by differentiating again and setting Λ: = 1 we get an equation for N\t) 
in the form: , 

_ j;;(t) = 2]^[vXf-Xa]^W^)^fW\ (2.32) 
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2.5. Detector and delayed neutrons 

The theory described in the previous sections was deliberately simplified to indicate 
the basic technique of probability balance. The most serious omission was that of 
delayed neutrons. In addition, in any real system it is essential to have a measuring 
instrument, e.g. a counter, to record the events taking place. Thus a more appropriate 
probability function would be 

P ( 7 V , C i , . . . , O , Z , 0 (2.43) 

which is the probability that at time t there are Ν neutrons and Q delayed neutron 
precursors with decay constant λ^, etc., and also that in the time interval (Ο,ί), 

neutrons have been detected by the counting device. 
We can formulate a probability balance equation for this function (Harris, 1958; 

Pluta, 1962; Courant and Wallace, 1947) and obtain an equation for the more general 
probability generating function 

F (x , j i , . ..,yj.z,t) = Σ Σ . . . Σ Σ x^'y?',.· ^.yS'z^P{.. . , 0 - (2.44) 
iV C I Cj ζ 

From such an equation we may derive the steady-state point model equation of 
reactor kinetics for neutrons and precursors, i.e. Ñ, Ci. Also, however, we can obtain 
equations for expressions such as N'^, NQ, Z , Z\ NZ, etc., i.e. the covariance as well 
as the variance. 

We sketch below the basic method and discuss some results obtained by Bell. In 
order to set up the probability balance, it is necessary to define some additional 
quantities, viz. A¿ is the detection rate per unit time and /?(«, m i , . . .,rn^) is the 
probability that η prompt neutrons are formed in a fission event together with nii 
precursors of type 1, of type 2, etc. 

Following the rules of probability balance we can argue that 

P(N, C i , . . . , Q , Z , t + At) = P(N-1, C i , . . . , 0 , Z , 0 S A t 

+ Σ P(N-1, Q , . . . , C , + 1 , . . . , Cj,Z, 0 ( Q + 1)λ,Δ/ 
1=1 

this we conclude that in a pure moderator {p{v) = 0) the neutrons have a variance 
given by the Poisson distribution and a probability law P{N) such that 

P(iV) = ^ ( | f . (2.41) 

For a fissile material with rj = 2STflv(v-l) it has been shown by Bell (1963) that the 
value of P(N, t) is given by 

Ρ(Λ . ,0 = ( & γ - ' _ 1 — exp m ] . (2.42) 
\N(t)/ Nit)(7j-\)l \ Nit)} 

For large values of y, i.e. strong sources, the distribution is peaked about Ν = N, 
while for weak sources it is unlikely for Ν to be as large as Ν and the width of the 
distribution is much greater. 
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00 CO + Σ Σ . . . Σ P ( A ^ + l - « , C i - m i , . . . , C j - m j , Z , 0 ( A ^ + l - « ) 

+P(7V+l ,C i , . . . , Ο , Ζ , 0 ( Λ ^ + 1 ) λ , Δ ί 

+Ρ(Ν+1, C i , . . . , C j , Z - 1 , 0 ( ^ + 

+P(N,C„ . . . , 0 , Ζ , θ | ΐ - 5 Δ ί - ( λ , + λ, + Λ , ) 7 ν Δ / - Σ Α , ^ Δ / | . (2.45) 

This differs from eqn. (2.24) in the addition of the delayed neutron term and the 
detection term involving λ^. The basic ideas in the formulation, i.e. mutually exclusive 
and independent probabilities, remain the same. 

By allowing Δί ->0 , we obtain the diff'erential-difference equation for P(.. .,t). 
However, it is more convenient to obtain the equation for the generating function, 
which we do by introducing F, thereby obtaining the following equation: 

dF J dF 

+ [A,(l-x) + A,{/(x,ji , . . .,yj)-x} + eX,{z-x)] g , (2.46) 

where = eXf, e being the detection efficiency, and we have introduced the new 
generating function 

fix,y^,. ..,yj) = Σ Σ · · · Σ x^yr, • • .,yyjp(n,mi,. ..,mj). (2.47) 
n = O m i = 0 mj=0 

Whilst this equation is too complicated to solve explicitly, a number of its general 
properties have been elucidated by Bell (1963). From the practical point of view, 
however, only the first few moments are of interest and these can be obtained by 
differentiation of the equation for the generating function as discussed earlier. Thus if 
we note that 

iihΊ — at^' I 
(2.48) ^ = 1 and Ci = — 

x=l 

where χ = 1 indicates that all x, y ι and ζ are set equal to unity, we find after a single 
differentiation with respect to χ that 

^ = [ Α χ Ρ ο - 1 - β ) - Α , ] 7 ν + Σ λ , ^ + 5, (2.49) 

where = Σ np{...) the average number of prompt neutrons produced per 
n, nii 

fission. 
Defining the prompt neutron lifetime / as 

l = j ^ , , (2.50) 

where = λ,,-ΐ-ελ .̂, we can rearrange eqn. (2.49) to the form 

dN 1 
dt I ^ - χ ] Ν + ψ , € , + 8. (2.51) 
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^ = 27Ζ^^[Λ, (Ρο-1 -β ) -λο] + 7νλ,ϊ>οο + 2ΣΛ,7Ζ^.^, (2.58) 

where ^̂oo = Σ n{n-\)p{,.,) (2.59) 
n, mi 

and ß^c, = i.N-N){Ci-Cd 

= ÑCi-ÑCi. (2.60) 

The only exceptions to these covariance definitions are the averages /Ζ^^λγ and μζζ, 
which are defined as 

μ^^^ = N^-m-Ñ = σ%-Ν (2.61α) 

and μζζ = Υ^-Ζ^-Ζ = σ | - Ζ (2.616) 

and may be referred to as modified variances. 
The modified variance in the number of detected neutrons is readily obtained as 

^ = 2ελφ^„ (2.62) 

which, like Z , is an observable quantity. 

If we define k{\-β) = (2.52) 

where k is the conventional muUipHcation constant and β the total delayed neutron 
fraction, we recover the normal form of the point model reactor kinetics equation. 

Similarly, by differentiating with respect to yi we obtain the following delayed 
neutron equations: 

^ = λ,ν,Ν-λ,ϋ, {i = 1 , 2 , . . . , / ) , (2.53) 

where = Σ mpi- · O (2.54) 
η, ΊΠι 

is the average number of precursor atoms produced per fission. Using the definition 
of k and introducing _ ^ 

Vi = ^ (2.55) 

we find that the equation for Q becomes 

^ = ^ Ñ-X,C, (2.56) 

in accordance with normal practice. 
The average detection rate is given by the equation 

^ = βλ,ΐν, (2.57) 

which is an intuitively obvious result. 
The fluctuations about these average values can be studied by taking second 

derivatives of F to obtain variances and covariances. Thus, if we differentiate twice 
with respect to χ we find that the quantity μ^^ is given by the equation 
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Equations for /Z^^., Ji^.c^ can be obtained to complete the coupled set of 
forty-four simultaneous first-order differential equations (assuming six delayed 
neutron groups). Third-order equations can also be derived but these are generally of 
little practical interest for zero-power studies. We have in our possession, therefore, a 
set of equations to describe the mean values and variances of the neutron density 
population in the framework of one-speed point model kinetics. In the next chapter 
we shall develop these equations and apply them to situations of practical value. 
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C H A P T E R 3 

Applications of ttie General 
Theory 

3.1. Introduction 

The basic theory developed in the last chapter is capable, with some minor modi
fications, of explaining and predicting a wide range of experimental neutron-ñuctu-
ation problems in zero power systems. In this chapter, therefore, we will describe 
some of these problems, show how the theory can be used to extract parameters of 
interest in reactor kinetic studies and also present additional theoretical details which 
must be included in the analysis of certain problems. 

3.2. The variance to mean method {Feynman technique) 

If we assume that the reactivity and external source are constant with time, then the 
following conditions hold: Ñ = 0, Ci = 0,ß^Ci = μΝΝ = O, ßacj = ö. In view of 
these quantities being zero, the quantities Ζ,μζζ, ß z d T^NZ describe a cumulative 
distribution which are, in general, non-zero. For example, Z ( 0 , the average number 
of neutrons detected in a time increases hnearly with time. 

The appropriate steady values of N, Ci, μ^^, μ^^ι ßdCj be obtained from 
eqn. (2.49) and its associates in the last chapter and we readily find that 

S = J # J . (3 . . ) 

Νλ^Ροο + ΙΣ^ζμΝα 

^^^ = 2[λ,-λ,(ν^-1-β)ν ^^'^^ 

f^Nd= λ, + λ , - λ , ( ΐ ^ ο - ΐ ' - β ) ' 

^CiCj = j : ^ . {ßNCi^f^J -^ßNCj^f^i + ^^ij^f}' (3.4) 

These constitute a set of twenty-eight algebraic equations for the twenty-eight 
unknowns. When the solutions are obtained the equations for Z , JÍ^N^ μ^ζ, etc., can 
be solved and the observable ratio 

V a r ( i ) = ^ ^ ' ^ l + ^ (3.5) 

26 
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i^zz J + l 

7 = Σ 
l - i l - e - « " ) 

<Xit 

where 
_ 2eX, 

1 + λ / Σ 

a¿ are the roots of the inhour equations, viz. ρ = -oc^ where 

^ E F F ^ E F F 

If we redefine the inhour equation as 

where ρ = (kett — i)lken and Λ = Ijkett is the generation time, then with 

we can recast the variance as 

K - ^ - 1 ) ^ + 1 G(a,) 

i = l 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

where in conventional reactor kinetics parlance G(p) is the zero-power transfer 
function, viz. , / J β \ 

and Ai are the residues of the transfer function. Thus 

G(p) = Σ - 4 ^ 

In these expressions, = prompt decay constant and a g , . . . ,α^^ι are the delayed 
neutron terms, a^+i becomes zero at criticality and describes the stable period for a 
super-critical system. However, the method does not appear to be applicable to a 
reactor that is not operating in the steady state (but see Section 3.5). 

In the associated experiment the procedure is to record the number of counts Z¿ 
in a given time interval t (gate length) for a large number of runs. Then because of 
the fluctuations inherent in the fission process, discussed in an earlier chapter, the 
number of counts will be a random variable. The comparison with theory is made by 
calculating the experimental quantity (for Ν runs): 

\ Ν / I ^ \2 

V a , ( 0 = í á í l 4 ^ (3 .13) 

for a range of values of t and then fitting to the theory to extract the parameters of 
interest. 

can be calculated. This is best done by use of the Laplace transform and leads after 
some tedious but straightforward algebra to 
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Before proceeding to discuss these matters further it is interesting to note, once 
again, that fission is responsible for the deviation of the variance from the Poisson 
value, i.e. if Ay = 0, then μζζ = 0 and the variance is equal to the mean. For accurate 
experimental results therefore it is essential that the detection efficiency e be as high 
as possible. 

In practice, the gate length t is very important, since by appropriate choice of it we 
can simplify (3.6) and thereby deduce important reactor parameters more accurately. 

Let us consider the values of a¿, which we may write as 

a i > > ag > . . . > > 0 ( / = 6). (3.14) 

As stated earlier, oc^ is the prompt decay and for all practical situations is large 
compared with the other a¿. 

Now if we choose t, the counting time (gate length), such that 

(3.15) 

we can neglect all terms in the sum in (3.6) except the first, thus 

V a r ( 0 = 1 + Γ ι , (3.16) 

which is commonly referred to as the prompt-variance method since the role of delayed 
neutrons is only indirect: moreover, only one counting time need be used. 

The conditions (3.15) cannot be met in graphite or DgO systems, but McCulloch 
(1958) has used the method in a plutonium-fuelled system surrounded by a matrix of 
natural uranium. Under the conditions of (3.15), F i c a n be written for a sub-critical 
system as ^ ; 7 — p : ^ 

where ρ = (ken —1)1 ken is the reactivity. 
It should be noted in connection with this experiment that, at criticality, diverges 

owing to ^ 7 = 0. In practice, therefore, the experiment is performed only on sub-
critical systems. 

To test the apparatus, McCulloch performed some preliminary experiments with 
α-particles to test that a truly random distribution of pulses did indeed lead to a zero 
value of Y^. His results showed that l+Y^ ^ 0-95 which was considered satisfactory 
confirmation. Experiments were then carried out in the graphite envelope of Z E P H Y R 
to measure Τχ. Using a 50-msec gate length and 1000 gate samples it was found that 
for a detector efficiency e of 5-6 χ 10"^ and the Diven's factor K^- l ) / (^ )^ = 0-80, 
β = (2-83 X 0-36) X 10-^. The sub-criticality ρ was derived from earlier control rod 
calibrations obtained in previous kinetic measurements. In general, it is more usual to 
assume a value of β and use this method to calculate the shutdown reactivity. 

If the gate length is such that only the inequality l^gli <̂  1 is satisfied, then 

V a r ( 0 = l + F i { l - i : : ^ ] , (3.18) 

where, to a good approximation, Yi is given by eqn. (3.17) and 

= ^ - ^ , (3.19) 
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2 0 0 " " " 3 0 0 
T i m e interval , msec 

F I G . 3.1. Variance to mean (Z^-Z^)lΖ-10 versus time interval in a DgO moderated thermal 
reactor. (From Gotoh (1964) / , NucL ScL TechnoL, 1, IL) 

Figure 3.1 shows the results of some variance to mean measurements made by 
Gotoh (1964) in a DgO moderated thermal reactor. The curves are for different control 
rod positions and demonstrate the feasibility of this method as a rod worth calibration 
technique. The accuracy claimed is about 15% in neutron lifetime (e.g. in the case 
shown / = 0-621 ±0-093 msec). 

A number of modifications to the basic Feynman technique have been proposed. 
That by Bennett (1960) is particularly interesting since it yields a theoretical expression 
which does not suffer from the divergence at criticality and can therefore be employed 
over a wide range of situations. The basic idea is to compute the variance in the form 

(3.20) 

i.e. to cross-correlate the count rates in adjacent gate intervals. 
A further variation of the basic technique described here would be to fix the number 

of counts recorded and treat the time as the random variable. The associated theory 
for this procedure does not appear to have been developed. 

3.3. Correlation function method 

The most common method of noise analysis is based upon the auto- and cross-
correlation techniques by analogy with methods developed in electrical noise measure
ments. 

where Λ is the generation time. The condition for eqn. (3.18) is accurate for a reactor 
near criticality if ί < 0-1 sec. In such a case the delayed neutron terms in the expression 
for μζζ are neghgibly small. Experiments based on eqn. (3.18) will involve samphng 
for a range of gate times and a least-squares fit will yield Γι and a^. This technique 
generally constitutes a convenient method of measuring neutron lifetime or shut-down 
reactivity. 

-Rod position 
(45) 
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N(t) 

^-^Λ^^ V - V . ^ V Y ' V ^ 

F I G . 3.2. Fluctuating neutron density in a reactor operating at steady power. 
Ν is the mean value. 

Thus we can measure N(t): the problem is how to analyse this information. To this 
end, we first define the auto-correlation function of N(t), viz. 

1 
ΦΝΝί'^) = lim Tyf. dtN{t)N{t^T\ (3.21) 

Thus we take the product of two values of Ν at different times and integrate over the 
sample length IT. In principle one should choose an infinite sample length but, in 
practice, provided Τ is large compared with any characteristic relaxation time of the 
system we can use a finite length. We can also define cross-correlation between say the 
neutron density Ν and some other noise source X and obtain the cross-correlation 
function 

ΦΝΧ{Τ) = J [ i m 
-T 

dtN(t)X(t + T). (3.22) 

We shall use the idea of cross-correlation later. 

3.4. Time average and ensemble average 

At this point it will be useful to digress somewhat to discuss the relationship of the 
correlation functions defined above with the averages obtained from the probability 
functions P(N,t), etc., discussed earher. Here we meet a very important hypothesis, 
without which noise analysis would not be the powerful tool that it is; namely the 
ergodic hypothesis. This states that, in a stationary random system, time averages and 

Here we note that, in a reactor operating steadily, there will be random fluctuations 
about the mean value Ñ, Clearly, these fluctuations contain kinetic information despite 
the "average" steady behaviour. Thus it would be very useful if the information 
contained in these fluctuations could be extracted since it would obviate the need to 
disturb the reactor in any way. This would generally constitute a saving in both time 
and money. 

To fix our ideas let us visualize the output from a detector in a steady-state reactor 
as shown by the fluctuating line in Fig. 3.2. 



Ν = ΣΝΡ(Ν,ί) = lim ^ j^^ dtN{t). (3.23) 
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3.5. Calculation of auto-correlation function 

Based upon the probability balance technique discussed earlier, it is not immediately 

clear how to obtain φ^^ί^^)- However, it has been shown by Pluta (1962) that a 
knowledge of the variance 

σ 2 ( 0 = Z\t)-Z(tr 

enables φΝΝί'^) be obtained from the expression 

Φ.Λτ) = 1'-ψ, (3.25) 

which is an important and useful result. 
Alternatively, of course, if the auto-correlation function is known we can obtain 

a^(t) from ¿ 

σ 2 ( 0 = 2 dt, ^ώ,φ^Αίι)· (3.26) 
Jo Jo 

Using eqn. (3.6) in (3.25) we find that 

i 

To this must be added a term eXfNd{r) to account for uncorrelated neutrons which 
have a white noise spectrum (see Section 3.6). Thus the actual auto-correlation 
function may be written 

ΦΝΝ{Τ) = ^λ,Ν{δ(τ)+^Σ Yi^ie-^''''} (3.28) 

Ξ eA,iv[(^(r) + e ^ ^ ^ ^ Σ^.·ί?(α,)^—^'j (3.29) 

and it is this function which is to be compared with experiment. 

ensemble averages are equal By stationary it is meant that the basic noise sources are 
not changing with time, i.e. the statistics of the system, or probability laws, are 
constant. 

With this in mind we can write for average value 

\_ 

T-.O0 2TJ. 
( e n s e m b l e a v e r a g e ) ( t i m e a v e r a g e ) 

Thus the same average value will result whether we consider the average from one 
system over an infinite time, or whether we consider an infinite number of identical 
systems at the same time. Quite clearly from a practical point of view it is easier to 
measure the time average. However, in some theoretical considerations, it may be 
easier to calculate ensemble averages. 

For the auto-correlation function ΦΝΝ{'^% we have either the ensemble average 

ΦΝΝ(Τ) = ς ς N,N,P(N,,N,; t„t, + T% (3.24) 

where Ρ(Λ^ι, Λ̂ 21 h-» h) is the joint probability that at time t i there are neutrons in the 
system and at time ig there are neutrons, or we have the time average of eqn. (3.21). 

We shall in all our calculations accept the ergodic hypothesis. 
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(r > 0). (3.31) 

We see therefore that from an apparently random signal we can deduce a deterministic 
function containing parameters of interest for reactor kinetic studies. 

In the application of this technique it is sometimes necessary to consider the effect 
of finite bandwidth of the detection channel on the measured auto-correlation 
function. If, therefore, we denote by R{r) the impulse response function of the detec
tion system, we can write the measured random signal C{t) in terms of the neutron 
density fluctuations as 

C ( 0 = R(u)N{t-'ü)du, (3.32) 
J-co 

The measured auto-correlation function of the output is therefore 

^ ^ ^ ( T ) = / P R(u)N(t-u)du, R{u')N{t + T-u')du\. (3,33) 

\ j - C O J-OO / 

Now R(t) can be a random function itself, i.e. the detection system can contain its 
own sources of noise; however, these will certainly be uncorrected with the fluctu
ations in the neutron density. Thus we may write: 

0 c c W = Í " du Γ du'φJ,J,{u,u')φ^^(τ-u' + ul (3.34) 
J — 00 J — CO 

where ΦεΛ^^,^ι') = φRR{u-u') if the detector noise is stationary; but it is equal to 
R(u)R(u) if the response is deterministic. We will assume that the detection system 
has a well-defined, deterministic transfer function. If the bandwidth of this function 
is sufficiently wide, R(t) will be approximately given by 

R(t) ^ R,8(t) (3.35) 

and the measured and actual auto-correlation functions will be identical apart from a 
scale factor determined by the sensitivity of the detection apparatus. Details of how 
to correct for this may be found in Dragt (1966). 

A further problem, which has been a source of embarrassment to reactor noise 
theory, arises when the system is critical. In that case the value of oc^ is zero and the 
term Y^oc^ in eqn. (3.28) becomes infinite for all values of r. This would appear to 
preclude the application of eqn. (3.28) in critical systems. This problem, however, has 
been shown by Dragt to be more apparent than real. He argues as follows: 

Consider the auto-correlation function of the quantity N(t)-Ñ, i.e. the fluctuation 
of from its mean value, and denote it by φ(τ). Then, by definition, 

Φ(τ) = Φνν(τ)-^2 γ dt duφ^^{t-u). (3.36) 
^ Jo Jo 

In practice, for small values of r , the first term in the sum is mainly due to prompt 
neutron effects which predominate. Thus to simplify matters we can write eqn. (3.28) 

ΦNN{r) = eX,Nm + \Yi^ie~-^''^} (3.30) 

or, using the values of and given earlier, as 

file:///j-CO
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5-23 X 10^ 
- 0-0018 (3.40) 

compared with the dominant prompt neutron contribution. Over most practical 
measuring times therefore the effect of this divergence can be ignored. Similar argu
ments can also be applied to the Feynman or variance to mean method discussed in 
Section 3.2. 

The experimental implementation of the ideas described above is relatively simple. 
The output of the measuring device is recorded, usually on magnetic tape, and when a 
sufficiently long record is available it is processed by numerically computing the 
quantity 

Φ(^) = ^ Σ N(nAt)N(nAt + T), (3.41) 

where At is the sampling interval. Some rough indication of is needed to decide 
upon the mesh size At and the time step r . In the Dragt experiment At = 2 msec 
and 2M = TjAT = 20,000. Also it was arranged that τ = jAt where in this case 
max ij) = 100. 

The experiment was able to measure /?/Λ, β and A with considerable accuracy 

( < 2 % ) . 
Figure 3.3 shows the experimental results for the auto-correlation function obtained 

by Dragt on a critical A R G O N A U T LFR with the detector at different positions. On 
the basis of eqn. (3.31) it is clear that oc^ and a number of other parameters can be 
extracted. An interesting point is that the amplitude of the noise varied markedly with 
the position but the functional form of the auto-correlation function did not change 
appreciably, thus could be considered unique to the system. This result further 
indicated that, for this particular reactor, a point model space-independent analysis 
was adequate. However, this is not a general conclusion since in some systems space-
dependent effects can be very important. 

Now G{p) contains terms of the form A¡{p-\-a) (σ > 0 and real), thus we may write 
a typical term in φ{τ) as 

Thus, for σ > 0, the second term tends to zero when Γ -> oo. In this case the use of 

eqn. (3.28) is correct provided σ Γ > 1, a condition that is fulfilled for prompt neutrons 

and most of the delayed neutron terms in the transfer function. For a critical reactor, 

the pole is zero, and instead of allowing Τ - > 0 0 we let CT -> 0. Then the expression 

for í4(r) becomes φ(τ) ^ U^T (T > r). (3.38) 

To evaluate the effect on the measured correlation function we consider a measuring 
time of 40 sec. Then from fundamental data typical of an A R G O N A U T reactor, we 
calculate = 12 sec"^ and hence that A^T|6 = 960 sec"^. Similarly, the correspond
ing prompt neutron contribution, at τ = 0, is 

^ i G ( a i ) = 5-23 X 10^ s e c - \ (3.39) 

The term in the sum, which appears to cause the divergence, is therefore of order 

960 
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Detector positions 

2 0 + 3 0 4 0 
Τ (msec) 

F I G . 3.3. Auto-correlation functions measured at different positions in the critical reactor. 
(From Jan B. Dragt (1966) Nukleonik, 8, 188.) 

Alternative methods of analysing the output, using At sufficiently small such that 

only one or zero counts are recorded in a channel, have been discussed by Pacilio 

(1970). This technique is particularly useful for direct on-line data processing via 

digital analysers. 

3.6. Power spectral density (p.s.d.) 

An alternative representation of noise phenomena can be made through the so-

called pov^er spectral density (p.s.d.) which is defined as the Fourier transform of the 

correlation function. Thus we can write the auto-p.s.d. as 

(3.42) 

and interpret it physically as a measure of the frequency content of the noise spectrum. 
For example, in deterministic problems, an harmonically oscillating system of 
frequency would be characterized by a correlation function of the form 

ΦΝΝ(Τ) = - COSWoT. 
π 

Thus the corresponding ΦΝΝ(^) would be 

^NN((^) = Α{δ(ω-ωο) + δ(ω + ωο)}, 

which indicates that frequencies of ω = ± only are present. 

(3.43) 

(3.44) 
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^-ιωτ-(χ.ί\τ\ 

1 + Σ 

(3.45) 

(3.46) 

0 - 0 0 1 0 0 1 oT 1 0 0 

F I G . 3.4. General form of power spectral density in a zero-power assembly. The region below 
where delayed neutrons are dominant is not usually resolvable due to instrumental noise 

contamination. The dashed lines indicate the method of extracting graphically from the 
experimental data. 

It should be noted that Φλ^λ^(<^) is entirely real. This is because of the symmetry of 
ΦΝΝ('^) with respect to τ about τ = 0. However, cross-correlation functions are in 
general not symmetric, i.e. φχy(r) φ ΦΧΝ( — 'τ) and hence there will be an imaginary 
part to Φχν{ω) which we may write as 

Φ . . ( ω ) = Ψ(ω) + ίΘ(ω). (3.47) 

It is the real part Ψ(ω) which we call the p.s.d. (in control theory jargon it is called 
the gain). However, the imaginary part Θ is also of interest through measurement of 
the phase lag Θ, where , ^ . . 

Θ = t an-^ '— 
\ψ{ω))· (3.48) 

Returning to eqn. (3.46) we see that for a sub-critical system it has the form shown 
in Fig. 3.4, 

3 - 2 

In noisy systems there is in general a continuous spectrum of frequencies present 

and Φ^^{ω)άω is the strength of these in the range {ω,ω+άώ). However, any predomi

nant frequency will show up as a peak in the p.s.d. or alternatively an oscillation in 

the auto-correlation function. White noise is a special but rather artificial situation in 

which frequencies of all values are present with equal probability in the range of 

ω(0, oo). This is clearly a physical impossibility owing to such a situation correspond

ing to an infinite total power. However, in practice, we may consider a noise to be 

white provided that it is constant over the frequency range of interest in the system 

under investigation. 

In the particular case of zero-power noise discussed above, we can insert (3.28) into 

(3.42) to obtain 
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Φ^^(ω) - ^ + 
B 

(3.49) 

Thus a useful method for obtaining a rapid estimate of would be to either neglect 
or calculate approximately the background noise A and then to find the value of OL^ 

for which the ratio ^ 
^NN{^)-A 
^NN(PCI)-A 

is equal to 2, ^NN{^) being given by eqn. (3.49). If A is neglected it may be seen from 
(3.49) that a i is given by the point of intersection of the line ΦΝΝ{^) = Ί^ΝΝΦ) with 
the curve ΦΝΝ((^) = ΒΚοίΙ+ω^). A more accurate method is to employ a least-squares 
fitting procedure. 

• la tm pressure 
o 2 a t m pressure 

2 0 5 0 100 2 0 0 5 0 0 1000 

f, f requency , Hz 

F I G . 3.5. Measured power spectral density in the BULK shielding reactor (ORNL). The effect 
of changing the BFQ detector pressure is also shown. Results from Kicker et al. (1965), ORNL-

TM-1066. (Note that the frequency is given in terms of / = ω/ίττ.) 

The low-frequency part of the curve, below 0-1 Hz, increases rapidly due to the 
critical divergence, = 0, but also due to contamination by instrumental noise. 
Indeed, if we apply our Fourier transform to the equation for Φοο(τ) we find that the 
measured p.s.d. assumes the form 

(3.50) 

where Ά(ω) is the Fourier transform of the detector impulse response function R(T). 

If Ά(ω) is constant over the range where ΦΝΝ((^) varies markedly, i.e. around ω α^, 
then it will only affect the amplitude of the measured p.s.d. which can then be com
pared with ΦΝΝ{^) to extract a^. A typical experimental result for Occ(^) for a low 
power reactor is shown in Fig. 3.5 (Ricker et al., 1965). 

In general the frequency range OL^ to oc, is well separated and the functional form of 

^NN{^) in the neighbourhood of can be written from (3.46) as 
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3.7. The Rossi-oc technique 

A large number of other techniques exist for studying neutron density fluctuations 
in zero-power systems. It will not be possible to describe them all in detail here and 
we will therefore simply name them and give a brief indication of their purpose. First, 
however, we shall describe in some detail the best known of these related techniques, 
namely the Rossi-α method. 

This method was originally developed for fast reactor systems in which the neutron 
lifetime is small and the nuclear chains tend not to overlap in time. It has, however, 
been possible with modern instrumentation to extend it to thermal systems. The basic 
purpose of the method is the measurement of the neutron lifetime or reactivity 
directly, and it relies upon a knowledge ofp^it^^t^At^At^, which is the probability of 
detecting a neutron in the interval A/g about ig given that there has been a detection 
in Δ/ι about t^. 

We will show below that 

p,{t^j^)At^At^ = AAt.At^ + BAt^At^e-^'^-'^ (3.51) 

where A is the average detector counting rate and 

* = (3.32) 

with oc = (β-ρ)ΙΑ. (3.53) 

Equation (3.51) accounts for both random events and chain correlated ones. 
The method works best at low powers when individual chains do not significantly 

overlap, the idea being to isolate a single fission chain of related neutrons, as shown 
in Fig. 3.6. 

By measuring the decay of a single chain we are effectively using the ability of the 
system to pulse itself. We note also that the theory accounts for delayed neutrons only 
in so far as they render the reactor sub-critical when the prompt neutrons alone are 
considered, i.e. , , , , _^ 

kefi = 1 = ^ e f f . j , + / :e f f ,dCC K l - / ^ ) + ^ A 
hence keu,j, < 1. 

Since :^ (ß-p)IA, analysis of the noise output enables the sub-criticahty to be 
obtained assuming prior knowledge of β and Λ or, in a critical system for which 
ρ = 0, the value of ßjA can be obtained directly. Experiments on the Queen Mary 
College A R G O N A U T type reactor (Mansfield, 1968) lead to af ^ 0-02 sec and hence 
to an effective neutron lifetime of about 165/^sec, a result which agrees closely with 
other independent measurements. This value of af ^ is to be compared with values of 
order 2 sec in typical power reactor situations which are to be discussed in Chapter 7. 

Finally, we note that, experimentally, it is unnecessary to calculate the p.s.d. by 
first measuring the auto-correlation function followed by a numerical Fourier trans
form. By means of a band pass filter, and appropriate squaring devices, the mean 
square power in a frequency range Δω can be obtained directly. However, modern 
developments in digital analysers are now so sophisticated that more accurate results 
are often available by the, apparently, longer route of auto-correlation and Fourier 
analysis (Pacilio, 1970). 
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F I G . 3.6. Two typical fission chains. Detections take place in the intervals Δ/ι and Δ/2, thus 
(A,B) are correlated pairs and {B,C) are accidental or uncorrelated pairs. 

The physical arguments used to o b t a i n p d h J , ) are as follows: 
Let the fission rate in the reactor be Fq sec-^ Consider a fission occurring at time 

ίο in the interval Δίο and study the subsequent history of the neutrons from this event 

(see Fig. 3.7): 

A Β 

V u-\ 

A t , ^.2 
F I G . 3.7. Fission neutrons are born in Δ/ο and are detected in gates A and B. 

The average number of fissions in Δίο is ^οΔίο. Consider one of the fissions in 
Δίο: V neutrons emerge from the fission but will have decayed on average by a factor 
exp[—α(ί ι- ίο)] at time ίχ, where a is the prompt neutron decay constant as given by 
eqn. (3.53) (or some more accurate form). 

The detection probability within Δί^ at ii (i.e. event A) is therefore 

ve 

t 
N o . of fission 
n e u t r o n s r e a c h i n g 
Δ/ι a t h 

P r o b a b i l i t y of 
fission i n Ati 

D e t e c t i o n 
eff iciency 

(3.54) 

(Detection efficiency = fissions detected/to tal fissions occurring.) 
Detection at ίχ removes one neutron, but the remaining ( i ^ - l ) neutrons continue, 

and their detection probability, within Δί2 at (i.e. event B), is therefore 

;?2Δί2 = ( ρ - ΐ ) ^ - « ( ί - ί ο ) . ^ 2 . (3.55) 

the neutrons having decayed now, on average, by a factor e x p [ - a ( í 2 - í o ) ] since ίο-
The total correlated coincidence count probability is therefore the joint probability 
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multiplied by the number of fissions in Δ?ο, i.e. F^At^, integrated over all possible values 

of ίο up to together with a statistical average over the fluctuating yield of neutrons 

per fission which have been emitted up to time t-^. 

Thus if we denote the correlated count rate by gAíiAíg we may write 

QM^M^ = </p dtoFop^p^At^At^y, (3.56) 

where < · . ·> ^ Σ Κ ^ ) . . ·, 

p{v) being the neutron emission probability. 

Thus, inserting the expressions for p^ and p^, we get 

QAt^At^ = {v{v- 1)> e^Fo F" e-«<^^+*^)+2ai„ 

= At,At,F, (3.57) 

where we have set {v{v-1)> = v{v-\). 

The uncorrelated or random coincidence count rate PAt^At^ is simply the product 

of the probabilities of detection in the respective intervals, viz. 

PAtiAt2 = F^At^cF^At^e, 

This equation describes events like Β and C of Fig. 3.4. Hence 

Pc(h^h)^h^h = probability that, given a count at time ti in Ati, there is 
a second count in At2 at time i g -^ i = τ later 

becomes 77^(7) AijA/a = F^eAt^At^ (3.58) 

It is interesting to note that the average number of pairs counted in a time interval t, 

namely Z ( Z - 1 ) / 2 , where Ζ is the number of counts during i, can be obtained by 

integrating eqn. (3.58) as follows: 

i Z ( Z - l ) = R ^ 2 P * i / 7 ( Í 2 - í i ) . 
Jo Jo 

The result can be put in the following form: 

Z ^ - Z ^ = i_^^KI^-i ) 

where Ζ = F^et is the total count in a time t. 

Equation (3.580) is identical with eqn. (3.18) for the variance to mean ratio and 
indeed the method outlined above is an entirely equivalent way of computing this 
ratio. Experiments using this technique have been performed by Gotoh (1964) to 
measure the neutron lifetime and sub-criticality in a DgO thermal reactor. The method 
proved particularly useful for calibrating control rods and some typical results have 
been shown already in Fig. 3.1. 
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10 

A t , 

F I G . 3.8. Schematic diagram of multi-channel time analyser with gates of width Ar¿. 

The uncorrelated component is subtracted from the value in each channel, i.e. the 

mean counting rate F^eAti, and the residual is plotted in the form 

log (3.59) 

Orndorff" (1957) has applied this technique to the fast reactor, GODIVA I, which 
consists of U^^^ with a lifetime I ^ 10- ' sec. Values of α in the range 10^ to 10^ sec"^ 
were expected so that a time resolution At of about 0-25 χ 10*^ sec was required: 
this was accomplished using a ten-channel time analyser with delay lines between 
channels. A fission counter was used as a detector. Results of these experiments are 
shown in Fig. 3.9 for various reactivities starting at criticality and going to a value of 
reactivity ρ of 86-6 (p above delayed critical. Thus the experiment is actually per
formed on a super-critical system although the prompt decay constant, a, which is 
given by 

a = 
β-ρ _ \-ki\-ß) 

(3.60) 

(3.61) 

Λ / ' 
remains positive since ρ < β. 

The value of ßjl for the assembly was found by writing eqn. (3.60) as 

β \-k{\-ß) 

-β · 

The factor {\-k{\-ß)}jß is found from the reactor period and the inhour equation, 

and y^//is the constant of proportionality. In this case a value of ßjl = 1-03 χ 10^ 

sec"^ is obtained, accurate to a " f e w " per cent. 

The Rossi-α technique suff"ers from a number of limitations which can be sum

marized, with comment, as follows: 

3.8. Experimental method for Rossi-ot technique 

It is first assumed that the correlated coincidence rate is significant in magnitude 
compared with the uncorrelated count rate (i.e. > 1 0 % ) . Now the procedure is to 
gate a detector into a number of distinct time channels, sufficiently narrow as to make 
the reading either 0 or 1 when in operation. Then, for example, detection in gate 3 
triggers the time-analyser and counts are recorded in gate 8. The frequency of counts 
in two channels is now determined as a function of channel separation. If the data are 
recorded on magnetic tape, the analysis can be repeated conveniently for successive 
initial channels as well as for a diff'erent channel spacing to give the maximum data 
from the observations. 
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F I G . 3.9. Typical curves obtained in the Rossi-α experiment on GODIVA at various reactivities. 
(From Orndorff (1957) NucL Sei. Engng, 2, 450.) 

(a) Although the method can be applied to sub-critical systems it has to be noted 
that any method of defining reactivity for heavily sub-critical systems runs into 
difficulty over the flux shape, which is no longer in the fundamental mode. Thus 
a detailed space-dependent analysis of the Rossi-α theory would be required to 
accurately interpret for sub-critical systems, i.e. the lifetime will be space-
dependent so that α will appear to depend on detector position: this is particu
larly important for fast reflected systems. This problem is dealt with in Section 
7.12. 

(b) If the detector is a fission chamber, spurious counts may arise from neutrons 
produced by the first count which had been assumed to terminate on detection. 
Nevertheless, because of its high efficiency the fission counter is very attractive 
and methods can be devised for correcting the spurious counts (Orndorff", 1957). 

(c) An extension to the method of times longer than a neutron lifetime can be made 
to explore delayed neutron behaviour. This needs a more detailed examination 
of the theory, as given by Bennett (1960), and more sophisticated detection 
techniques. A discussion of the difficulties encountered when applying the 
Rossi-α method to thermal reactors has been given by Tachón (1962). 

3.9. Related techniques 

The Rossi-α technique was the forerunner of a host of methods based directly on 
calculating the probability, Pki^t), of counting k pulses in a time Δί. Such methods 
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X(i) X(r) χ α + τ ) 
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FiG. 3.10. Sample of fluctuating output used for calculation of polarity correlation function. 

Thus if the output is as shown in Fig. 3.10 we can define a polarity correlation 

function as p^j^^^ ^ {sgnX(t)sgnX{t + T)}, (3.62) 

where X = N-Ñ, and is the difference between the fluctuating output of the detector 
and the mean value. The output is staggered by a time r and the instant polarity is 
measured at a succession of times and averaged. Since there are only four permuta
tions of the product possible, viz. + + , + - + , , we have a considerable 
reduction in computing time. In practice we have to calculate the quantity 

1 Μ 
FOI{T) = ^ . Σ sgnX(nM)sgnX(nAt + T), (3.63) 

where 2T = IMAt = length of output analysed. 
On the assumption that the amplitude distribution of the X's are Gaussian (a 

reasonable and tested assumption) it may be shown that Ρο1(τ) is related to the 
conventional correlation function ΦΝΝ{'^) as follows: 

R(r) = ΦΝΝ(Τ) 

ΦΝΝΦ) 
= s i n ( Í 7 R P O L ( r ) ) . (3.64) 

This method is particularly useful since the nature of output required blends conveni
ently with digital on-line data processing techniques. 

A detailed experiment using polarity correlation has been performed by Dragt 
(1966ß) who based his work on the calculations of Veltman and Kwakernaak (1961). 
The experiment was performed on the L F R at Petten (Dragt, 19660) using digital 
equipment. The main idea of the project was to compare the conventional correlation 
method with the polarity method with a view to assessing the viability of the latter 
technique. The experiment was performed for eight noise samples measured under 
identical circumstances, each containing 10^ data points. In this way both R(T) and 

have become feasible by virtue of recent improvements in electronics and the applica
tion of these to coincidence and high-speed counting. Detailed accounts of these 
methods may be found in Pal (1962), Pacilio (1970) and Uhrig (1970). 

3.10. Sign correlation techniques 

The polarity correlation method is based upon the auto- or cross-correlation 
function of the output of one or two detectors where the output is simply + 1 or — 1, 
depending upon whether the fluctuation is above or below the mean value at the 
instant of measurement. 
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F I G . 3.11. Comparison between auto-correlation function and polarity correlation function. 
Open circles show R{r\ black circles show the difference between Rij) and sin(Í77Pol(T)). The 
upper curve shows the ratio of the experimental errors in the two methods as specified by 

their standard deviations. (From Dragt (1966) Nukleonik, 8, 225.) 

Dragt's results are summarized in Fig. 3.11, where the open circles show R{T) and, 
on a 10 times expanded scale, the difference 

is plotted in black circles together with the associated errors. The difference is 
not significant. At the top of the figure the ratio of the standard deviations in 
sin(j7rPol(r)) and in R(T) are shown. Dragt makes the very important statement: " I t 
is very surprising that the polarity correlation function is only 1-5 times as inaccurate 
as the direct correlation function." This is of some significance since determining 
correlation functions from s g n Z ( 0 rather than X{t) can be regarded as measuring 
X{t) with an accuracy of only 1 bit. The impHcations for direct on-line data processing 
have already been mentioned above. Further work on the polarity method may be 
found in Szatmary and Valko (1969). 

A refinement of this technique, known as integrated polarity sampling, averages the 
output over a time Δί and correlates the average polarity rather than the instanta
neous value, as shown in Fig. 3.12. 

Further details may be found in Pacilio's book (1970). 

F I G . 3.12. Sample of fluctuating output used for calculation of integrated polarity sampling. 

Pol(r) were obtained. Tests were also made to establish that X{t) obeyed Gaussian 
statistics. The results of these tests showed that deviations from the Gaussian were 
minimal. 
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F I G . 3 .13 . Statistical distribution of the random signal about its mean value. The short horizon
tal lines indicate those peaks that lie in the range XB < X < XA. 

If the fluctuations are Gaussian it may be shown with relative ease (Robson, 1963) 
that E^[XA < X < XB] is given by 

FAX A < X < XB]=\ dP [Peak in dX], 
XA 

(3.65) 

where dPl..] = dX(-R")i X (_X1\ 

R(r) = {X(t)X(t + T)} 

R = R(0) = {Χ\φ s φ^^φ), 

R" = R"(0) = Φ'^,^Φ), 

primes indicating differentiation with respect to τ. 
As a special case we could ask for the expectation of peaks in unit time which are 

greater than η times the r.m.s. value ^JR. Then, with a number of simplifying assump
tions, the integration over X may be performed leading to 

with 

and 

(3.68) 

3.11. The method of zero crossings 

The method is based upon a measurement of the mean frequency at which a 
fluctuating signal crosses its mean value. It is, however, a special case of a much more 
general problem in which it is desired to know the expected number of peaks 
occurring in unit time in the range XA < X < XB where X{t) is the random deviation 
from the mean value at time t. Figure 3.13 explains the problem, with the lines 
X = XA and X = XB denning the limits of interest. 



Applications of the General Theory 45 

ΦΝΝΦ) Φ(ω)αω 

From measurements of we can therefore obtain information regarding the 
moments of the p.s.d. In practice, however, it should be noted that p.s.d. of the zero 
power type led to divergence of the numerator in eqn. (3.71). For this reason it is 
necessary to pass the signal through a low pass filter which itself has a spectral density 
\Η(ωψ with a suitable break frequency ω^. 

Very little work has been reported on the application of this technique to reactor 
analysis although Seifritz and Stegemann (1971), in a review article, mention that it 
has been employed on the A N N A and STARK reactors to study the dependency of 

on reactivity. Similarly, Thie (1963) quotes results for the relaxation time 
r* = (nJ^)-^ measured on a variety of boiling-water reactors of the BORAX family. 
Typical values of r* range from 0Ό64 up to 0-5 sec, depending on the reactor power 
and operating pressure. Further, by calculating higher moments of the spectral 
density using knowledge of the distribution of maxima per unit time, it was possible 
to construct an auto-correlation function for the BORAX IV reactor. 

The advantage of the technique is similar to that of the polarity method, namely the 
effort involved in computation is much lower than for auto-correlation or p.s.d. 
methods. However, unlike the polarity method, the accuracy attainable is not very 
high and more development is needed before the method can be considered as a 
reliable measure of kinetic parameters. 

3.12. Space and energy effects 

At this point it is worth noting that the above theories and techniques have been 
extended by several authors to cover the following more complicated situations: 

1. space-dependent effects, 
2. detector shape, 
3. energy-dependent effects. 

Thus the frequency of occurrence depends upon the random process through R and 
the quantity Qx^{-\n% which decreases rapidly as the value of η increases. This type 
of analysis is used in connection with the calculation of peak stress and failure of 
system components due to fatigue. Its use in understanding neutronic behaviour has 
not been studied to any great extent. One application, however, has been to the 
average number of crossings about the mean value per unit time. This can be obtained 
as a special case of eqn. (3.68) with « = 0; then is one-half of the number of zero 
crossings, jV^, per unit time. Thus we may write for ./T, 

= i(_^n* (3 70) 
An alternative way of writing the quantity under the square root is obtained by 
referring back to the definition of power spectral density. Thus we find that 

rOl ί"ω2φ(ω)^α> 

ΨΝΝΨ) Jo (3 'yj) 
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Thus, in principle, a more precise correlation function, including these effects, would 

take the form A r ττ i7 \ ri 
ΦΝΝ(^Ι,^2,ΕΙ,Ε,,Τ) (3,72) 

which measures correlations between different space points (ΓΙ,Γ2) and different 
energies (Ε^,Ε,). The work of Sheff and Albrecht (1966), Williams (1967a) and 
Cassell and Williams (1969) has shown that the effect of items 1, 2 and 3 can be 
summarized as follows: 

(a) The point reactor model, as used in previous sections, is equivalent to an 
infinite detector placed in an infinite medium. The point detector in an infinite medium 
gives a different result. However, in practice, over the most important frequency 
ranges the functional form of the p.s.d. remains the same as in eqn. (3.64) with A and 
Β different and α given by ^ _ 

a , . (3.73) 

where ρ = and Aeff = ^jP^B"), 

B^ being the geometric buckling of the system and P(B^) the fast non-leakage 
probability. 

In other words, the parameters are modified by the appropriate non-leakage 
probabihties. 

(b) Cross-correlations in space indicate that the correlation distance is dependent on 
the migration length and the neutron lifetime. For such studies a detailed space 
dependent analysis has been shown by Natelson et al. (1966) to be essential. Similarly, 
Cassell and Williams (1969) have shown the importance of transport theory in the 
calculation of cross-correlation functions between different detectors at a distance less 
than about two mean free paths. In this connection a correlation length can be 
defined which is a measure of the distance between two points A and Β such that a 
noise signal from A has been depleted by a factor e-'^ by the time it reaches B. This 
length is of order of a wavelength as defined by the neutron wave experiment (Wein
berg and Schweinler, 1948), hence it will be about a migration length in magnitude for 
low frequencies and become shorter for higher frequencies. Thus high-frequency noise 
signals are less strongly correlated as far as distance is concerned: to put it another 
way, separation acts as a low pass filter for noise signals. This effect is even more 
important in finite systems than the previous statement might imply since at low 
frequencies, ωτ <̂  1, where r is the mean lifetime of delayed neutron precursors, the 
reactor intensity fluctuates as a whole with the fundamental mode predominating and 
the neutron flux at any point being in phase with that at any other point. In this case 
a point model description of noise would be acceptable. On the other hand, for 
ωτ > 1, or if the detector and noise source are close together, the fundamental mode 
no longer predominates and the noise source excites different harmonics which all have 
different phases. It is this latter case which is more associated with the damped wave 
effect described earlier. This effect manifests itself mathematically in that, in a finite 
medium, the p.s.d. function between two space points is complex with the phase angle 
increasing as the frequency increases. 

(c) Whilst conclusion (a) above is valid for the asymptotic region of a reactor, there 
are severe distortions of the p.s.d. when the detector is placed near a boundary. 
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Λ + = ^ ^ 1 1 + r-^—; ' (3-78) 

w h e r e = Β^ΙνΣ^, L being the medium diffusion length, = vl,j^\ — k^{\ —β)] and 

For a " b l a c k " detector, γ > iDaω)i, eqn. (3.78) further changes to 

"'» + 2α„[(ωο^* + 2αο]· ^^'^^^ 

Details of this calculation may be found in the paper by Williams cited above, but it 
is noted that the effect of detector perturbation may affect the interpretation of noise 
spectra in water moderated systems. Moreover, experimental evidence for the 

Special calculations must be made for this case. Generally, boundary noise relaxes 
back to asymptotic reactor theory noise as Qxp(-ΧΙΕ(ω)), where Σ{ω) is the attenu
ation length as defined by the neutron wave problem and X is the distance from the 
boundary (Sheff and Albrecht, 1966). 

(d) The shape of the detector affects the functional form of the p.s.d. but tends 
towards the infinite medium result as the detector becomes larger. An example of the 
changes to be expected is illustrated by comparing eqn. (3.49), viz. 

for an infinite detector, with that for a point detector, viz. 

B" 
and for a plate detector: A"-\ - - r r ? (3.76) 

(ω2 + α2)*{α + [α2 + ω2]*}έ' 

and finally for a long thin cylindrical detector: 

^ '" + 5 " ' i t a n - G ) . (3.77) 

In practice, detectors are made sufficiently large to obtain a high count rate and the 
net effect is to make the infinite medium expression (3.74) an acceptable approximation. 

(e) In most spatial noise theories developed to account for detector shape effects, 
the actual depression of the surrounding ñux due to the presence of the detector has 
been neglected. Using a technique based upon the source-sink or Feinberg-Galanin 
method (Galanin, 1960) the effect of this perturbation has been studied by Williams 
(1967¿) for a plate detector. If the absorption rate of the detector is characterized by 
Galanin's constant y, then eqn. (3.76) above is modified, due to perturbation of the 
ñux, to the following expression: 

^ 0 , r 
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Πώ) = L = I 

^ ^ L l + ( w 2 / 2 + l ) T 
(3.80) 

/ being the neutron lifetime in the moderator, L the diffusion length in the moderator 
and a the plate spacing. 

In other words, instead of simply the plate spacing being very much less than a 
diffusion length, as required for steady-state problems, we now have the added 
restriction that the plate spacing must be very much less than the attenuation length 
of a neutron wave in the moderator. Thus there is a high frequency limit to the use of 
homogeneous reactor theory in the analysis of noise phenomena in heterogeneous 
systems. 

Specific details regarding the calculation of space and energy effects in zero-power 
systems will be considered in Chapter 7. 

3.13. A note on divergence at criticality 

The divergence of the auto-correlation function, the variance to mean ratio and 
the Rossi-α formula, when the reactor is critical, is a constant source of irritation 
in the inteφretat ion of noise experiments. As will have been noted, the experiments 
are usually performed on sub-critical systems to avoid this problem; however, it is 
manifestly obvious from measurements on critical systems that the divergences do 

importance of detector perturbations has been found by Szatmary et al (1965) in the 
Rossi-α experiment. They noticed that the Rossi-α value is profoundly influenced by 
the detector, which introduces into the system a large amount of absorbing material, 
thereby altering the life history of the neutrons in its neighbourhood. The detector 
tends to preferentially sample from shorter chains, simply because there are relatively 
more of these in its neighbourhood. We see, therefore, a further correction to the 
Rossi-α method which might profitably be investigated. 

( / ) Finally, we note that most spatial corrections to noise formulae are based upon 
homogeneous reactor theory. That is, the reactor behaviour and neutron density 
distribution have been averaged over any heterogeneities present. Although this 
averaging procedure is usually a good one for dealing with most reactor kinetics 
problems, it does not necessarily follow that it can be used for the analysis of fluctu
ation experiments. For example, in a heterogeneous system, the source of non-
Poisson noise originates in the fuel elements and is zero in the moderator. On the other 
hand, in the homogeneous equivalent of the reactor, the fuel is assumed to be smeared 
uniformly over the core and hence leads to a uniform noise source. 

The errors associated with the homogenization procedure have been assessed by 
Williams (1967) for a reactor consisting of fuel elements in the form of finite plates. 
As for the case of the detector mentioned in section (β), the Feinberg-Galanin method 
is used and an exact expression obtained for the cross-p.s.d. between any two fuel 
plates. For the case of auto-correlation, it is shown that the homogeneous approxima
tion is vaHd provided the following criterion is obeyed: 

αΙΙ{ω) « 1, 

where L(w), the neutron wave attenuation length, is given by 
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not affect results in any serious manner. Several explanations have been advanced 

for the absence of this "critical catastrophe", the most popular being that a reactor 

is never operated exactly at critical because there is always a background source of 

some kind. This explanation, however, is not overly convincing and it is more hkely 

that either inherent and/or an operator induced feedback mechanism exists which is 

of low frequency and is sufficient to prevent any divergences at criticality. 
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Practical Applications of the 
Probability Distribution 

4.1. Introduction 

In the previous chapters our attention has been focused on mean values and 
variances; the actual structure or behaviour of the basic probability distribution has 
not been explicitly used. In this chapter, however, we wish to discuss some problems 
of considerable practical importance which require a more detailed knowledge of 
individual fluctuations. 

Investigations of this type are certainly not new since they can be traced back to the 
work of Frankel (1944) and of Feynman (1946). However, it is only fairly recently 
that serious study has been given to the problem by Hansen (1960) and Hurwitz et al, 
(1963). A far-sighted paper by Schrödinger was also published on the subject in 1945 
(Schrödinger, 1945) which will be discussed below, as also will the work of Pal (1958). 
It is also important to note that the basic ideas involved in dealing with neutron 
population fluctuations were developed not by neutron physicists but rather by 
biologists (Bailey, 1964) and naturalists (Galton and Watson, 1874; Galton, 1889; 
Haldane, 1949). 

As far as neutrons are concerned there are a number of practical matters of concern; 
for example, it is necessary to be able to calculate the probability of obtaining various 
neutron density populations in systems brought to super-criticality in a number of 
diff*erent ways. It is this type of problem that forms the basis of the present chapter. 

4.2. Weak source start-up 

When a reactor is started up with an extremely weak source, there will be an initial 
period of time during which the power level is so low that statistical fluctuations are 
important. Eventually, the power level will rise to a higher level where these fluctu
ations are negligible. However, the influence of the fluctuations in the initial start-up 
phase will persist through to the high power level due to their effect on the initial 
conditions. Thus it does not follow that identical start-up procedures on the same 
reactor will, every time, lead to the same reactor power at a given time after start-up. 

This situation can be demonstrated by reference to some experiments made on the 
GODIVA fast critical assembly (Wimett et al, 1960). GODIVA is a small bare sphere 
of U^^^ which can be made super-critical by the rapid assembly of its component parts. 

50 
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F I G . 4.1. Fission rates following three identical ramp reactivity insertions in a small, fast reactor. 
For t < to the behaviour is essentially statistical, for t > to the conventional reactor kinetics 

equations describe the situation. 

The maximum fission rate occurred at different times for each experiment (average 
time -^3 sec). On the basis of the normal reactor kinetics equations such behaviour is 
inexplicable. However, when we consider the possible ñuctuations that can arise and 
use the probability balance formalism, then it is clear that the different times of the 
peak fission rates are due to the different initial conditions arising from the random 
nature of the triggering mechanism. Figure 4.1 shows schematically the situation. In 
the early stages of multiplication the fluctuations are large; after a time íq, however, 
the fission rate is sufficiently large for the average value equations to describe the 
situation. Nevertheless, the effect of the statistical stage remains. Physically, we can 
explain this by noting that on some occasions a burst of fissions will occur very quickly 
after core assembly, in which case the power will build up rapidly: in other cases, there 
may be a substantial time lag before a fission event occurs, thereby delaying the 
multiplication. 

This effect is clearly important in certain types of reactor which have low sources 
and which, for some technological or economic reason, cannot have large artificial 
sources inserted into them. Nuclear submarine reactors probably come into this class 
although their precise construction is classified. 

Thus an important characteristic of a safe start-up of such a system is that the power 
must rise to a detectable level before the reactivity has risen to an undesirably high 
value. A primary objective of the statistical calculation is, therefore, to demonstrate 
that the probability of the power remaining low, while the reactivity is appreciably 
above delayed critical, is vanishingly small for the range of start-up procedures which 
may occur in practice. 

4-2 

An experiment was performed in which the system was brought rapidly to a 
configuration a few cents above prompt critical. N o artificial source was present and 
multiplication was initiated by the very low spontaneous fission and cosmic back
ground radiation sources. Eventually the fission rate built up to a maximum and the 
system shut itself down due to a temperature feedback effect. 

The experiment was repeated several times under identical initial conditions and 
results similar to those shown in Fig. 4.1 were obtained. 
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T A B L E 4.1 

Run no. Time (sec) Run no. Time (sec) 

1 33-1 12 25-8 
2 30-5 13 34-3 
3 301 14 35-8 
4 32-4 15 43-9 
5 34-2 16 28-6 
6 31-9 17 25-4 
7 31-4 18 39-3 
8 37-8 19 26-7 
9 31-2 20 31-5 

10 33-8 21 270 
11 26-3 22 27-8 

We note that the times vary from 25-4 sec to 43-9 sec, i.e. they differ by almost a 
factor of 2. 

The average time t = 31-8 sec and the r.m.s. deviation is 

σ = = 4-6 sec. 

In a comparable theoretical study using a one-speed point model approximation and 
assuming a source strength of 90 neutrons sec~^ it was predicted that 

and 

Ϊ = 32-5 sec 

σ = 3-3 sec. 

which indicates that the theory used underestimated considerably the erratic nature 
of the fission chain growth: a more detailed theoretical investigation is clearly needed, 
possibly accounting for space- and energy-dependent eflfects. 

4.3. Theory of weak source fluctuations 

In Chapter 2, Section 2.4, we mentioned brieñy the form of the probability distribu
tion P(N, t) arising from the case of the no delayed neutrons. Clearly, any detailed 
study must be more general than that ; therefore in this section we will sketch, without 
too much detail, the basic mathematical technique for obtaining the information 
necessary to provide the data for safety assessments under low source start-up 
conditions. 

Before writing down the basic fluctuation equations it is useful to consider the 
procedure which is to be adopted. As we have stated, it is during the initial period of 
start-up with a weak source that fluctuations are important. Eventually, the power 

A further example of the random nature of the fission process is provided by the 
results of another experiment performed on GODIVA. In Table 4.1 we record the 
range of times for the fission rate to build up to a prescribed level (viz. 2-7 χ 10^^ 
fissions sec-i) following a step increase in reactivity of fc - 1 = 00047, i.e. Mc = 0·Ίβ. 
The twenty-two runs shown were made under identical initial conditions. 
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(4.5) 

rises to a sufficiently high level for the statistical fluctuations to have a negligible 
eflect. Nevertheless, the influence of those early fluctuations persists in the sense that 
they determine the initial conditions from which the conventional reactor kinetics 
equations " take over". 

The basic objective of the statistical calculation is to convince the operator that the 
probability of the reactor power remaining low, while the reactivity is appreciably 
above delayed critical, is below some preset value, t A procedure for doing this, there
fore, is to choose a fission rate, Fq, at which statistical fluctuations are certainly 
unimportant and then to determine the earliest time, t^, at which the probability that 
the actual fission rate, F, exceeds this chosen value will arise, i.e. P{F > F^; to). The 
value of the probability itself is chosen to be equal to the maximum uncertainty that 
one is willing to accept and this clearly depends on the situation under consideration: 
a value of 10"^ might be typical for 1 - P . If the subsequent behaviour of the reactor 
is calculated by the conventional reacior kinetics equations with initial conditions 
F = -Fo at Í = to, then the probability 10"^ tells us the chance of such a transient 
arising in practice. 

The mathematical apparatus for calculating the necessary probabilities has already 
been formulated in Section 2.5 and with minor modification can be employed for the 
present problem. First, let us note that, in most practical cases, the power will rise 
above the statistical region before prompt criticahty is attained. I t is therefore neces
sary to pay particular attention to the region in the neighbourhood of delayed critical. 

We shall restrict consideration to the case of one group of delayed neutrons and 
ignore the presence of the detector. In this case we may set e = 0 in eqn. (2.46) and 
also 

p(n,m^, ...,mj)= ρ{η){δ^^,ο, . . . , Kj,q(1 -βϊ>ο) + Κ^.ι^ Κ,,ο, · · ·, Kj.oß'^o}, (4.1) 

where β is the ratio of delayed neutrons to prompt neutrons. The auxiliary generating 
function f(x, . . . ) now becomes 

fix.yi, . . . , J j ) = = -ß^o+ß^oyh (4.2) 

where g(x) = Σ x^'pin). (4.3) 

Also we set F(x,yi, ..,,yj,t)= G(x,y,t), 

where G(x,y,t) = Z Σ x''y^Pin,m,t) (4.4) 
n=0 m = 0 

to obtain 

f = A ( x - j ; ) ^ - 5 ( l - x ) G + [ A , ( l - x ) + A , { g ( x ) ( l - M + M > ^ ) - 4 ] ^ , 

where λ is the average decay constant of the precursors. 

t An interesting biological analogue to this problem concerns the spread of an epidemic in which 
there is a delay time for incubation of the infectious carrier. This occurs with scabies, which can be 
passed by physical contact to a number of people before the first contact is made aware of its presence. 
By that time a very large number of people in the chain may have been infected and an epidemic can 
start before preventive measures can be taken. A branch of such a chain only terminates when one 
of the hosts is immune; however, other branches of the chain can continue and lead to a serious health 
problem. There are many other biological analogues with the fission process and the reader is referred 
to Bailey (1964) and to Gani (1965). 
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/ = Τ - Γ Γ ' = ^oA// 

— \ K x , y ) ' - ^ \ (4.8) 

where h(x,y) = 1 -x + ^ g(x){l -ßv,+ßv,y}. (4.9) 

The correct solution of this equation subject to the stated boundary condition is found 
by the method of characteristics to be (Smith, 1967): 

i^s=0{x,y,t) t 

Ks,y) I' 
(4.10) 

If / is very short, this solution can be simplified. If we consider times t such that 
til -> 0 0 (very large) but still short enough such that there is no significant progenitor 
decay or reactivity change, then close inspection of h(s,y) shows that in order that the 
integral becomes large and negative, its upper limit must approach that value of s 
given by h(s,y) = 0. In addition, P(n,m,t) will be very small at such times, except for 
« = 0, so that the situation of physical interest is given by G(0,y,t). 

The solution of the problem is therefore given by the root of the equation 

A(G(0, J , c^), j ) = 0. (4.11) 

G(0,y, oo) is related to the probability distribution P(0,m, oo) by the relation 

G{0,y,^) = Σ P(0,m,cc)y^^ = ^y), (4.12) 
m = 0 

A further approximation is permissible if we restrict consideration to situations 
where the reactivity does not greatly exceed delayed critical. In this case the insertion 
of a single source or delayed neutron will cause a chain of prompt fissions which may 
persist for about one hundred generation times. Since the prompt generation time is 
of order 10"^ sec and the mean delayed neutron lifetime is about 10 sec, it is clear that 
over the period of the fluctuation (i.e. 100 χ 10"^ sec) the reactivity and the delayed 
neutron precursor concentration will change very little. This fact enables us to use 
the zero prompt generation time approximation in which terms involving neutron 
emission from precursors are neglected (Meghreblian and Holmes, 1960). Of course, 
precursor formation is not neglected since these are produced in the course of a 
prompt fission chain. As far as eqn. (4.5) is concerned, these remarks imply that the 
delayed neutrons have an infinite lifetime and therefore λ can be set equal to zero. 
Moreover, since we are interested in the effect of a single prompt neutron chain, we 
shall set .S = 0 and replace it by the initial condition 

P(«,m,0) = ^ , , 1 ( ^ ^ , 0 (4.6) 

or equivalently G(x, j ,0) = x. (4.7) 

P(n,m,t) is now the probability that at time t after the introduction of a single neutron 
there are η neutrons present and m precursors have been produced. 

Redefining some parameters in eqn. (4.5) as follows: 

we can write our equation for G(x,y,t) as 
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k^v{v-\)jv^ 

~- ' -(A)* 
For the constants of U^^^ near delayed critical, we find ^ (0 ) 2i l—ßi = 0-92. Hence 
there is a 92 % probability that no precursors are produced in a prompt chain. The 
mean number of precursors produced is 

_ dG 

dy 
(4.15) 

In this case m 1 and indicates that very large fluctuations in precursor production 
are to be expected. These fluctuations are made even more evident if we note that 
m^-m^ c=i 300 for the case of m = 1. 

Whilst the distribution of precursor emission is of intrinsic physical interest it is 
also of practical value in calculating the safety factors discussed at the beginning of 
this section. What we have done thus far is to assume that a prompt fission chain is 
counted as an instantaneous event. Its role in developing the neutron and precursor 
levels during operation is described completely in terms of the number of precursors 
produced before its decay to negligible levels. This number is given by P{0, m, oo), 
which we now call PaOn), and is the probability distribution that m precursors are 
produced by the chain. In principle we should write this probability as Pd{m,t) since 
it depends on time through the time dependence of the reactivity. Because the fission 
chain decayed sufficiently rapidly, ρ a was calculated on the basis of constant reactivity. 
Now, however, we shall use ρ a to predict the precursor level Pa(m,t) over a much 
larger time scale which includes many prompt chains. In a sense, therefore, Pd(m) 
can be regarded as analogous to thep(v) used for prompt neutron ffuctuation studies: 
to put it otherwise, the effect of multiplication is completely described in terms of the 
residual precursors left by an instantaneous fission chain. 

The balance equation for Pd(m,t) can be written as follows for a system containing 
a source of strength S neutrons per second: 

P , ( m , i + AO = [\-(S+Xm)At]Pd(m,t) 

m 
+ SAtY,pa{n,t)Pa{m-n,t) 

m 
+ λ Δ ί Σ {m+\-n)pa{n,t)Pa{m+\-n,t). (4.16) 

71 = 0 

Physically, the terms on the right-hand side arise as follows: the first assumes that 
there are m precursors at time t and that no new neutrons are produced by random 

where P(0, m, oo) is the probabiHty distribution for emission of precursors from a 
single prompt fission chain. 

A quantity of some interest is the probability, P(0 ,0 , oo), that no delayed neutron 
precursors are produced in the chain of fissions. This is equal to ^ (0 ) which, for ^ 
near unity, can be evaluated approximately from eqn. (4.11) as 
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where Vn is given by ^ ^ 1 InGa (4.22) 

(4.23) 
V = Vq 

To evaluate Ga itself, numerical methods have been applied to eqn. (4.17) for various 
forms of reactivity variation kp(t). 

To consider a practical example, let us suppose that a non-statistical (i.e. based on 
average values) calculation indicates that 5 ^ and i?^ are a just-safe source strength 
and reactivity rate combination for reactor start-up. This calculation will take into 
account the fact that if a certain reactivity rate is required for a particular operational 

t Neutron number, «, and precursor number, m, are in practice strongly correlated so that the 
probability Qim^t) is an accurate measure of the power excursions. 

decay of a precursor or by source emission. The second term assumes that, in Δί, the 
probabiHty for neutron emission is S^t\ if this leads to the production of η precursors, 
then the contribution to Ρ ^ ( ^ , ί + Δ ί ) is as shown. Similarly, the third term denotes 
the additional precursors produced by the neutron emission from precursor decay, 
remembering of course that one out of the existing (m + 1 - « ) precursors disappears. 

Converting eqn. (4.16) to differential form by allowing Δί -> 0 and then using the 
generating function technique, we find 

= A [ g , ( . , 0 - ^ ] ^ ^ ^ 4 - S f e . ( . , 0 - l ] C ^ . ( . , 0 ^ (4.17) 

where Ga{v,t) = ^ v'^Paim.t) (4.18) 
m = 0 

and ga{v,t) = Σ V^PaM. (4.19) 
m = 0 

Setting aside the solution of the above equation for the moment, let us investigate 
how it may be used in practical situations. As we have mentioned earlier, a system 
may be judged safe if the probability is sufficiently small that a power level be anoma
lously low in the presence of a high reactivity and correspondingly short period. If 
mi{t) is a prescribed precursor population, then 

mi = l 
ß ( w i , 0 = Σ Pä(m,t) (4.20) 

is the probability that, no matter what value the population may be, it is less than 
mi . t 

Calculations show (Hurwitz et al, 1963) that use of the method of steepest descents 
gives an accurate value of Q over the range of practical interest, viz. 

^ ^ _ J _ ^e^lM^oiO (Λ2\\ 
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dv 
(4.24) 

\v = l 

are calculated. It may also be shown on the basis of analytical considerations that for 
sufficiently large m and nii the ratio m/mi is constant and equal to S/Sm-

Curves of m/mi versus — logioß are plotted for various reactivity rates and source 
strengths. Figure 4.2 shows such a curve for a ramp reactivity insertion such that 
R/X = 0 0 1 $ (R = constant rate of reactivity insertion) and for various values of 
S/A, S being the source strength. To illustrate the use of the graph let us assume that 
preliminary, non-statistical calculations indicate that a constant reactivity insertion 
rate of 0 1 (p sec"^ and a source of strength 20 neutrons sec"^ are just-safe. We now 
ask: will the use of a stronger source of 100 neutrons sec"^ give a firm assurance that 
the power level during start-up will not fall below that known to be marginal for 
safety? Using λ = 0 1 s e c - \ we have 5/λ = 1000. Thus from Fig. 4.2 for S/S^ 
= mlm^ = 100/20 = 5, we find Q = 10"^ Increasing the source strength to 200 
neutrons sec"^ gives Q = 10"®, thus the probability Q is very sensitive to source 
strength. Since β is a measure of avoiding plant damage its value can only be decided 
upon by prevailing conditions at the site. However, numerical studies with the 
present model have shown that for R/X < $ 0-2, and a source of 10* neutrons sec~^, 
there is about one chance in 10^^ that values of m/mi greater than two will be obtained. 
This suggests that for sources of strength greater than 10* neutrons sec"^, the prob
ability of reaching a given power level with a significantly higher reactivity than that 
predicted by the average kinetics equation is negligibly small. 

Finally we note that the discussion presented here is restricted to reactivities well 
below prompt critical and for reactivity insertion rates less than 2 ($ sec-^. Improve
ments to the theory which enable it to be used in the region of and beyond prompt 
criticahty are given by D. R. Harris (1964), Hurwitz et al. (1963) and Bell (1963); the 
latter author used his results to explain the GODIVA experiments. Extensions to include 
space and energy eff'ects are also implicit in the work of Pal (1958) and Bell (1965). 

procedure, then the higher the rate the stronger must the source be. The information 
from this calculation is needed in order to set safety scram rods which are tripped at 
some predetermined power level: the power excursion following the trip should not 
damage the system. For example, suppose that the maximum available reactivity 
insertion rate is accidentally employed in each of the two systems, which are identical 
except for different source strengths. Then the reactor with the smaller source will 
reach the scram level later, in the presence of higher reactivity and a shorter period, 
and will experience a more severe post-scram power transient. Calculations can be 
made which give combined values of and which should be used together to 
ensure that there is no danger of a serious power excursion. 

The arguments above neglect entirely the fluctuations. Thus there is the possibility 
that the combination (5^, /?^) is not safe because of statistical fluctuations and one 
must contemplate the use of a larger source, S > S^- The question to be answered is: 
what degree of certainty exists that an excessively large power transient will be 
avoided ? To answer this question we fix the value of such that it corresponds to 
the safe-source value S^. Then with prescribed R^^ (i.e. krp{t)) the equation for is 
solved and the quantities Q and the mean value 
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F I G . 4.2. Relative precursor population mlrrii versus log of probability (to base 10). 
From USAEC Report KAPL-2000 (McMillan et aL, 1960). 

4.4. The extinction probability 

We have encountered the term extinction probability in Section 2.3. It was defined 
there, quite generally, as the probability that given an initial burst of particles, after 
a very long time there will be no particles remaining in the system. That such a 
situation is possible can only be discovered by means of a statistical analysis of the 
problem. Physically, it is possible to understand the situation since, even in a multiply
ing medium, there is a chance that a succession of deaths will follow one another, 
leading to complete removal of all particles. As soon as this situation rises, the system 
remains empty for all time. Indeed we showed in Section 2.3 that for the simple birth 
and death problem the extinction probability for λ > μ is equal to (μΙλγ% where «o 
is the number of particles in the initial burst. 

The history of the extinction problem is exceedingly interesting since it was first 
formulated by the naturalists Galton and Watson (1874) in their studies on the 
probability of extinction of family names. Thus, because the surname is carried only 
by the male child, any family which produces girls results in the family name becoming 
extinct; similarly, a bachelor would lead to extinction of the family name. Galton and 
Watson did field trials using church records, and also live field surveys, to calculate 

loV 
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-S¿.VG~ + ΣG = Σ cJj- , dSl'G(Z;r,Sl\t) (4.25¿) 

This equation neglects delayed neutrons, assumes one-speed theory and isotropic 
scattering. However, Bell has shown how the approximations may be relaxed if 
necessary. The equation is also supplemented by the boundary condition on G for 
Ω . η > 0, η being an outward directed normal, and by the final condition 

σ ( Ζ ; Γ , Ω , Γ , ) = Ζ ; ( r ,Ω)€i^ 

= 1; (r,Sl)iR. (4.26) 

the extinction probability. At the same time, they developed a statistical theory which 
is called the Galton-Watson process and is one of the basic techniques of the modern 
theory of branching processes (T. E. Harris, 1964). 

The equivalent problem in neutron transport can be posed as follows: given a lump 
of fissile material of super-critical configuration, what is the probability that a neutron 
of velocity v, injected at a point r, will lead to a family of fission chains that eventually 
die out? We assume here that spontaneous fission and background sources are absent. 
The method of solution of this problem is implicit in the work of Pal (1958) and of 
Bell (1965). However, one of the earliest and most penetrating studies of the problem 
was published by Schrödinger (1945) in a paper entitled "Probabili ty problems in 
nuclear chemistry". Schrödinger begins with a point model approximation which is 
fairly straightforward; his main contribution lies in the generalization to space 
dependence. Thus he poses the problem (in the one-speed approximation): what is 
the extinction probability for the fission chain initiated by a neutron isotropically 
injected into a lump of fissile material at position r ? The answer to such a question 
has importance in certain problems of nuclear safety and in the design of nuclear 
explosives. 

Schrödinger's argument to solve this problem involved the use of the transport 
kernel to find the probability that a neutron born at r would cause a fission in dx' 
at r'. Assuming that a neutrons were emitted per fission he then calculates the 
probability that S of them continue to produce further chains. Summing over all 
possible values of S from 0 to α leads to a non-linear integral equation for the extinction 
probability Τ ( Γ ) as a function of position. The equation is solved approximately for 
the case when τ is close to unity. 

Rather than develop Schrödinger's method in any detail it will be more profitable 
to derive the equation from the modern formalism of Bell (1965). The extinction 
probability can be calculated as a special case of the equation for the generating 
function G(Z; Γ , Ω , / ) for the probability Pn{R,tf\ Γ , Ω , / ) , i.e. 

G(Z; Γ , Ω , Ο = Σ Z-p,(R,t,; Γ , Ω , Ο , (4.25a) 
n=Q 

where ;7 .^( . . . ) is the probability that a neutron which is born at position r, travelling 
in the direction denoted by the unit vector Ω at time t, will lead to exactly η neutrons 
in the sub-region at a later time tf. 

Defining Cj as the probability that j neutrons emerge instantaneously from a 
collision. Bell arrives at the following result for G: 
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For a bare system, the boundary condition is 

G ( Z ; r „ N , 0 = 1 ( Ω . η > 0). (4.27) 

This equation and its modifications can be used to understand most of the zero-power 
ñuctuation phenomena in nuclear reactors, and we refer the reader to Bell (1965) and 
Pal (1958, 1964) for applications. In the present case we are interested in its applica
tion to the extinction probability and we therefore note from eqn. (4.25) that this is 
given by ^ ^ ^ ^ ^ ^ _ ^ _ 

i.e. the probability that a neutron injected into the system in the far distant past at 
(r ,£2) will produce no neutrons in R at some time tf. 

We now set G = 1 — ^ in eqn. (4.25 ¿) and define 

^ = Σ ^ , · ^ ( Σ , + ]^Σ,)/Σ 

as the mean number of neutrons emerging from a collision and 

(4.28) 

Xi = Σ . / ( 7 - ΐ ) · · · 0 - ϊ + ΐ)ί·ί, 

xJ2l being the mean number of pairs emerging, etc., where 

X2 = γ " ("- ! ) · 

With these definitions, eqn. (4.25) can be rewritten for ^ as 

'dSi'^(Z;r,Sl,t) 
8t 4π 

- Σ (-y τΙ Σ R ¿ ¡dSi'^iZ; Γ , Ω ' , ο ΐ 
J = 2 J- Lf*^ J 

(4.29) 

(4.30) 

(4.31) 

Since the extinction probability is a time-independent quantity, we can find it by 
considering the steady-state solution of eqn. (4.31). Using the boundary condition for 
a bare convex body we can convert this equation to integral form by the usual 
technique (Davison, 1957) and obtain for 

the following: 
Ο - Σ | Γ - Γ Ί 

ν4π\τ-τ'[' 

' ο ( Γ ) = ^ Ω ^ ( 0 ; Γ , Ω , - ο ο ) 

3 = 2 J\ 4π 

(4.32) 

(4.33) 

{1-^Ι4π} is the angle integrated extinction probability and is the extinction prob
ability that would be obtained by averaging a large number of angle-dependent values 
resulting from isotropically distributed trigger neutrons. 

If the system is only slightly super-critical then the extinction probabihty will be 
close to unity and hence ß( r ) = ^^(τ)Ι4π is small. Using this fact we may obtain an 
approximate solution to eqn. (4.33) as follows. 



Practical Applications of the Probability Distribution 61 

Δ ( Γ ) = [Σ, + (I>Σ,)o]JeΔ(r) + α ^ { ( P Σ , ) o ^ ^ ( r ) - i Σ , K ^ - 1)αφ'(τ)}, (4.38) 

where Κ denotes the integral operator. 
This is an inhomogeneous integral equation and for it to have a solution the 

inhomogeneous term must be orthogonal to the solution of the homogeneous equa
tion, i.e. ^(r), thus: 

Jv 

Using the identity 

ατφ(τ)Κ{(νΣ,),δφ(τ)-^Σ,ν{ν-\)αφ\τ)} = 0. (4.39) 

we can ñnd α and hence, to ñrst order, the extinction probability, viz. 

2vS 
T ( r ) = l - ß ( r ) = 1 -

v(v-l) 

φ\τ)ατ 

φ{τ\ (4.41) 
φ\τ)ατ 

ν 

where δ = (Σ,-Σ,ο) /Σ,ο. 

Equation (4.41) is a generalization of the original equation of Schrödinger. It shows 
that the importance of a neutron as regards the runaway probability (1 - r ) is directly 
proportional to the flux, a result which is not expected in one-speed theory. Unpub
lished extensions of this work by the author which include energy dependence indicate 
that l -T ( r , jE ' ) is proportional to a solution of the adjoint Boltzmann equation, i.e. 
the importance function: again not a surprising conclusion. 

To obtain a rough estimate of Τ ( Γ ) for a spherical system of radius R for pure U^^^, 
let us write ^(r) c^i A(R^-r^), whence with v(v- = 0-8 and V = 2-5, we get 

T(r)= 1 _ 1.5(^^1--g) . (4 42) 

Neglecting terms in Q higher than the second power, the non-linear integral 
equation becomes 

Q{t) = ¡ Κ(τ,τ'){(Σ, + νΣ,)α(τ')-^Σ,^^^^ (4.34) 

where Κ(τ,τ') is used to denote the symmetric transport kernel. 
The critical equation for this system can also be written as 

^(r) = [Σ, + (ΡΣΛ] Í Κ(τ,τ')φ(τ')ατ\ (4.35) 
Jv 

where (vΣf)Q is the value for criticality. 
If the system is just super-critical, we can write 

ΡΣ, = (ΡΣ,)ο(1+^) (S< 1) (4.36) 

and Q{T) = α ^ ( Γ ) + Δ ( Γ ) , (4.37) 

where α is a constant and Δ is the deviation from the critical flux shape. 
Inserting (4.36) and (4.37) into the equation for Q, neglecting second-order terms 

and using (4.35) leads to 
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For a 10% change in fission cross-section S = 0 1 0 , and we find that for neutrons 
injected at the centre of the sphere, τ(0) = 0-85. Indeed τ(0) is completely independent 
of the radius of the sphere, a fact which arises from the form of ^(r) , which is vaHd 
only for systems of size less than about one mean free path. If an asymptotic transport 
theory value of ^(r) is used, e.g. sinBrjr, then the dependence of r(0) on R remains. 
The present approximation indicates that the neutron chain has an 85 % chance of 
extinction. In practice, of course, there will be spontaneous fission background 
sources and these will tend to reduce r to well below its "single-neutron" value. The 
problem, then, becomes similar to the situation of low source start-up as discussed in 
the previous section. However, eqn. (4.31) provides a technique for introducing space 
and energy dependence which were neglected in Section 4.3. Indeed, eqn. (4.25) 
constitutes the basic equation from which the mean value transport equation for the 
neutron density, viz. eqn. (1.11), is obtained and also, by appropriate differentiation 
of the generating function, the mean square and higher moments (Pal, 1958, 1964; 
Bell, 1965; Otsuko and Saito, 1965fl, b, 1966). 
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The Langevin Technique 

5.1. Introduction 

An interesting and important technique for dealing with noise problems, originally 
conceived by Langevin to understand Brownian motion, is based upon the average 
equations for the system. Thus we assume that any system (nuclear or otherwise) can 
be represented by the equation . . . 

Ly{x)=f{ii\ (5.1) 

where L is an operator containing information about the system and / ( x ) is a 
"dr iv ing" term. 

Now if L contains parameters that are themselves random, and also if / ( x ) is 
random, then the equation for Xx) becomes itself random and will yield correspond
ingly random solutions. We have what is known as a stochastic equation and the 
problem is: given the probability laws of the various parameters in L, say 
£(«1,02» · · - j x ) ? calculate the probability law for J ( x ) (Adomian, 1963, 1965; Caughey 
and Dienes, 1962). 

5.2. Brownian motion 

A simple problem of the type described above can be demonstrated by the case of 
Brownian motion which we may pose as follows: a particle of mass m is subjected to 
a random driving force F{t) and a corresponding frictional force proportional to 
velocity. The equation of motion may therefore be written as 

^ = -fu{t)+Fit), (5.2) 

where / i s a constant friction factor and u{t) the velocity at time t (Wax, 1954). 
Now because F{t) is random, then so will u{t) be random. To completely specify the 

problem we should know all of the statistical details of F{t)\ we can then solve eqn. 
(5.2), viz. 

u{t) = u,e-ß^ + e-ß' e^^A{í)dí, (5.3) 
Jo 

where UQ is the initial velocity, β = fjm and A = Fjm. 
Knowing the statistics of A{t) it is easy to find those of u{t). However, it is not 

always easy to calculate the statistics of the driving term A{t) and therefore certain 
63 



6 4 Random Processes in Nuclear Reactors 

{Ä{t)) = 0, (5.4) 

where ( . . . ) denotes an ensemble average. 

(ii) The values of A(t) at two diff'erent times ti and ig are not correlated except for 

1 ^ 1 - / a I small. More precisely 

(A{t,)A(t,)} = φ(\t,-t,\l (5.5) 

where φ(χ) is peaked at χ = 0. 

(iii) A(t) is Gaussian so that all odd correlations (A(ti)A(t2).. .^(^2n+i)> = 0 and all 
even ones can be related to φ(t). That is, the probability distribution of A(t) is 
governed entirely by its mean value and variance. 

Taking the mean value of eqn. (5.3) we get 

rt 
(5,6) 

(5.7) 

Similarly the mean square value can be written 

(u\t)} = ule-^fi'-^luoe-^^' C6^^(Α(ξ)}αξ+6-'^' C dt^ Í * 2 e ^ í * ^ + ' ^ ) < ^ ( 0 ^ ( Í 2 ) > . 

Jo Jo Jo 
(5.8) 

Now with {A(ii)A(ti)) = Φ(\ίι-ί2\) we can write (5.8) as 

Jo Jo 
(5.9) 

Setting tj^ + t^ = V and í i - í g = w we can reduce (5.9) to 

dv (5.10) 

where we have used the fact that 0^ ν ^ 2t, —t ^ w ^ t and dti,dt2 = idvjdw. 

Since ^( |w|) is peaked at w = 0 we can set 

η 

-t 
dwφ(\w\) dwφ(\w\) = r . (5.11) 

which is equivalent to assuming a white noise source, i.e. all frequencies equally 
probable and τ is an unknown relaxation time characterized by the particle mass and 
properties of the surrounding medium. 

We now find that ^ 2 / 
(u\t)} = t / g^-2^H^ e-^^' dve^' (5.12) 

^ Jo 

= u¡e-'^' + ^(l-e-'^% (5.13) 

physical assumptions have to be introduced. In the case of Brownian motion, the 
following are considered reasonable: 

(i) Assuming all particles start at ί = 0 with non-random velocity UQ, then the mean 

value of the fluctuating force A{t) is zero, i.e. 
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5.3. The Gaussian nature of noise 

An important theorem exists, known as the central limit theorem, which is con
cerned with the tendency of the distribution of a sum of Ν independent random 
variables to become normal (i.e. Gaussian) as iV oo. 

We can illustrate this procedure by reference to the impact of molecules on the 
surface of a Brownian particle to show that the statistics of the forces may be regarded 
accurately as Gaussian. Let p{F)dF be the probability that the force on the particle, 
due to the bombardment of a single molecule, takes a value between F and F+dF. 
Then the probability that it takes a value between F and F+dF when two molecules 

are acting is r 

P,(F)dF = dFJ dF,p{F,)p{F-F,). (5.18) 
Similarly, when three molecules are acting 

P,{F)dF = dF \dF,dF,p{F-F,)p{F,-F,)p{F,) (5.19) 

and when Ν particles act 

PAF)dF = dF [dF,,.. .,dF^p{F-F,)p{F,-F,\ .. .p(F,-2-Fn-i)p(Fn-il (5.20) 

Now, according to the central limit theorem (Bartlett, 1962), 

lim P^J(^ 

irrespective of the nature of p{F), 

which tells us how the mean square velocity, or energy of the Brownian particle, 
relaxes to equilibrium. Thus, as ί ^ oo, 

{u\^)) = ^ . (5.14) 

At this point we introduce some physical information; namely equipartition of energy. 

Thus, in thermal equilibrium, ^^(«^(οο)) = ^kT (5.15) 

τ kT 

Τβ = Έ 

and τ = (5.16) 
m 

kT 
Thus we can write {u\t)) = t^e-^^'+— (1 -e-^ß% (5.17) 

m 
This is an example of how the Langevin technique relies on certain physical conditions 
to fix the unknown constants which arise. Similar techniques are useful in the study 
of neutron noise as will be demonstrated later. The Langevin technique is particularly 
useful in power reactor systems where, generally, very little is known about the nature 
of the noise. 

Calculations similar to those described above can also be used to obtain auto
correlation functions {u{t^u{t^) and, moreover, it is not necessary for the noise 
sources to be white. 
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In this Gaussian, the mean and variance are defined by 

F = 

σ 2 = 

Fp{F)dF, (5.22) 

F^p{F)dF-F\ (5.23) 

Since the number of molecules hitting the particle in a time interval is short compared 
v^ith the macroscopic relaxation time of the particle, v^e can assume that the Gaussian 
is an accurate description of the force law distribution function. 

In general, the Gaussian law covers a wide range of physical phenomena including 
many in reactor dynamics. It should not be presupposed, however, that the corre
sponding power spectral density is white: it is possible to have Gaussian noise sources 
with quite arbitrary values of Φ(ω) or, what is the equivalent thing, φ{τ). 

5.4. Random source perturbation of a nuclear reactor 

In order to explain the Langevin technique further we shall apply it to the problem 
of a sub-critical nuclear reactor which is excited by an external, randomly pulsed 
source. For simplicity we assume the point model approximation and one-speed 
theory although, in principle, the method may be applied to the full space- and energy-
dependent equations. We will also allow one group of delayed neutrons, thus our 
system is described by the equations 

dN _ ip+ß) 
dt A 

N+XC-S(t), (5.24) 

f = | i V - A C . (5.25) 

In these equations, ρ is the sub-critical reactivity and Λ is the mean neutron generation 
time. S(t) is the random source. 

Let us now separate S(t) into its mean value plus a random component, viz. 

S ( 0 = < S > - ^ ( 0 , (5.26) 
where by definition <^> = 0. 

Similarly, let us write Ν = (N}+n(t), (5.27) 

C = {C} + c(t). (5.28) 

Inserting (5.26)-(5.28) into (5.24) and (5.25) and using the steady-state conditions for 

the average values, viz. { 
0=-^-^{Ν} + λ(Ο + {Ξ}, (5.29) 

0 = | < Α ^ > - λ < Ο , (5.30) 

we obtain for the ñuctuating components the following equations: 

* . - i £ + « „ + A c + ^ , (5.31) 

| . | „ - A c . (3.32, 
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ct 

where 

^1 and ^2 being the roots of 

(5.33) 

(5.34) 

(5.35) 

which is basically the " inhour equat ion" for one delayed neutron group. G(t) is 
referred to as the Green's function of the system. 

Let us note from eqn. (5.33) that <n> = 0 as we expect. To find the auto-correlation 
function we calculate the ensemble average 

= / Í " Λο G(ío) - ίο) Í " dt', G{t',) - 'ό)) (5.36) 
\ Jo Jo / 

dt. dt¿ Git,) G(t¿) m t , - ίο) n t , -1¿)). (5.37) 

We thus have the auto-correlation function of η in terms of that of which we 
assume to be known. Furthermore, if our noise source is stationary, we may write 

(^ih-to)nt2-tó)} = Φ^Αί2-ίι + ίο-ίί) (5.38) 

and with τ = tz — h^ eqn. (5.37) becomes 

Jo Jo 
(5.39) 

φ^η is therefore stationary: a not unexpected result since η and 6^ are linearly related. 
We note from this result that knowledge of the input auto-correlation and a 

measurement of the output auto-correlation function should enable us to calculate 
G(0, the Green's function, and hence obtain the system parameters p, β, /, etc. 

In terms of the p.s.d. we can take the Fourier transform of (5.39) and get 

Φ .η(ω) = Φ^^(ω) |G( /ω) |^ (5.40) 

where Φ^^(ω) is the p.s.d. of the input and G(ico) is the Laplace transform of the 
Green's function with ρ = ίω. Using (5.34) we therefore find that 

If now we choose Φ^^(ω) to have a flat response over the range where 1̂ (/ω)| varies 
most, we can write 

Φ . η ( ω ) - σ 2 

{ω^ + ωΙ)(ω^ + ωΙ)' 

lonse ovei 

(5.41) 

(5.42) 

Such a situation can be achieved by using a white noise source of the pseudo-random 
type (see Section 5.11). 

5-2 

If we assume that the source was switched on in the distant past so that all initial 
transients have decayed, we can, after Laplace transformation, write: 
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As an example of the practical utility of this method, consider the case for small p, 

""^"^ ω, ~ -(ρ+β)ΙΑ, (5.43) 

~ -λρΙ(ρ+β). 

We see that the p.s.d. takes the form shown in Fig. 5.1. 

(5.44) 

F I G . 5.1. Typical p.s.d. arising from artificially excited random noise in sub-critical, 
zero-power system. The scale of the figure is log-log. 

In the region of ω^, Φ„„ can be written approximately as 

A 
(5.45) 

thus a least squares fit yields ω, and hence (ρ+β)ΙΑ, In this way we can measure the 
sub-criticality of the system. This result is basically the same as that obtained from 
direct fission-induced noise, except that we have the advantage of choosing the type 
of source function and can vary its position and amplitude with some precision. Of 
course, in many reactors, insertion of a perturbing source is not practicable and 
therefore the direct fission noise source is used instead. 

A further advantage of the artificial noise source generator is that it can be used to 
lead directly to the Green's function in the following manner: 

Consider the cross-correlation 

or Φ η AT) = 

dtoG(t,K^{t,-to)^(h)}, 

άίΜ^)Φ^Αίι-^-^) 

αίοΟΟο)φ,^Α'τ-ίο)' 

Now if we choose S^(t) to be white noise, i.e. 

(white noise corresponds to a constant p.s.d. and the Fourier transform of a constant 
is a delta function), then 

(5.46) 

(5.47) 

(5.48) 

(5.49) 

ΦηΑτ) = cr2G(r). (5.50) 
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5.5. Random reactivity perturbation 

An equally likely and in many ways more convenient method of stochastically 
driving a sub-critical system is to vary its reactivity p{t). Thus we return to eqns. (5.24) 
and (5.25), assume that the source term S{t) = SQ is steady, and write the reactivity 

P{T) = (P) + M (5.51) 

(p) is the average value and A{t) is the randomly fluctuating part whose mean value 
is zero and which can be produced by, for example, the random motion of a control 
rod. 

Writing Ν and C as in eqns. (5.27) and (5.28) we get 

^ = J M + ß ^ «iV>+«) + A«C> + c) + 5o, (5.52) 

^ = ^ « ^ > + « ) - A « C > + c) (5.53) 

or in more detail, 

J =_(<̂ )<A.>-i<̂ )„4<7V>4n + A(<C> + c) + So. (5.54) 

To get the average equations we apply the ensemble average ( . . . ) to each term in the 

equation, viz. r/ \ λ . Ω \ I 
0 = -^SP2+£1 < i v > + l < Δ η > + λ < 0 + 5ο, (5.55) 

0 = |<7V>-A<C>. (5.56) 

Note that we have introduced a term ( Δ « ) whose value we cannot find by straight 
solution. This problem is typical of those where the stochastic excitation arises 
parametrically, i.e. as a factor multiplying the dependent variable, rather than as an 
inhomogeneous driving term. It introduces the problem of closure. That is, to obtain 
(Aw), we must multiply the basic equation by Δ and again average: however, this in 
turn introduces a new correlation function ( Δ Δ ^ ) which again is unknown. Thus at 
some point it is necessary either to neglect a correlation function or to relate it to 
lower-order moments; only in this way can the set of equations be made equal to the 
number of unknowns. This is called the problem of closure and arises in the theory 
of turbulence and a number of other practical problems. 

In our case, we will assume that the reactivity perturbation is small and neglect 
entirely the second-order term ( Δ Λ ) compared with {p}{N} in eqn. (5.55). However, 
it should be observed that the validity of such an approximation has not been fully 
studied and may well lead to erroneous results for some values of r (usually large 
values which are of little physical interest). 

Thus the cross-correlation function is directly proportional to the system Green's 
function. 



70 Random Processes in Nuclear Reactors 

With this approximation, the equations now become 

|=-!<£̂)„ + Ac4w ,5.57) 

and Jt^7i"~'^^- ί^·^^) 

These equations are identical to those with source excitation with the exception of the 
nature of the fluctuating term which, instead of £^(t), is now 

Δ ( 0 ^ . (5.59) 

All previous results are therefore true provided 

Φyyir) φ^^(τ), (5.60) 

where ΦΑΑ(Τ) is the auto-correlation function of the reactivity noise source. 
In more detailed spatial studies of random reactivity perturbation and random 

source perturbation this simple connection is not necessarily valid. 
Experiments are usually carried out in practice by the random reactivity method 

rather than by source excitation and workers at a number of laboratories have 
successfully extracted useful reactor parameters by this method. The reactivity 
perturbation is usually made by a randomly operated absorbing plate, the nature of 
which we shall examine in Section S.lO.f 

5.6. The Fokker-Planck equation 

The employment of the Langevin technique in Section 5.5 enabled mean values and 
correlation functions to be obtained for random variables. A question which now 
arises is whether it is possible to construct from the Langevin theory the complete 
probability distribution. We shall discuss this problem via the one-dimensional 
Brownian motion considered above. First, however, we write the following balance 
equation: ^ 

W{u,t-^At) = W(u-Au,t)f(u-Au; Au)d{Au\ (5.61) 

where W{u,t) is the probability distribution function for the random variable u at 
time t. Moreover, i/r(u;Au) is the so-called transition probability that u suffers an 
increment Au in a time At: this function contains the physics of the problem. 

Equation (5.61) is the Chapman-Kolmogoroff equation for a Markoff process, i.e. 
a process in which the changes occurring in a system at time t depend only on the state 
of the system at time t. If ̂ (u; Au) can be found from other considerations (Klahr, 
1958) then (5.61) constitutes an integral equation for the distribution function. More 
often, however, only certain moments of ^ are easily obtained and it is therefore of 
interest to see whether (5.61) can be modified to make use of this reduced amount of 
basic information and yet still give results of practical value. We ask, therefore, if 
there exists a time interval Δ/ during which the macroscopic parameters such as 

t A discussion of the Langevin technique and its application to inherent fission fluctuations is 
given in the Appendix. 
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position, velocity, density, etc., change by infinitesimal amounts while in the same 
time there occur a very large number of the fluctuations which characterize the tran
sition probability, i.e. the noise source. In the case of Brownian motion this would 
correspond to the rapid impacts of the molecules on the surface of the particle, whilst 
in neutron multiplication it would necessitate the noise source fluctuations being much 
more rapid than the corresponding fluctuations in neutron density. If the input noise 
source is white, then quite clearly these assumptions will be valid. 

To incorporate these physical considerations into our equation we expand W and 
^ in a Taylor series as follows: 

W{u, t + At)= W(u, t) + Μ ^ + 0{M% (5.62) 

W(u - Au, t) = W{u, t)-Au^+ K^uf + 0{Au% (5.63) 

^{u - Au; Au) = ψ{μ; Au) - Aw ^ + \{Auf ^ + 0(Au^, (5.64) 

Inserting these expressions into the Chapman-Kolmogoroif equation leads to 

dW dW 1 d'^W d dW 

X ¿ (iAuf)+iW^, {(Auf) + 0((Aun (5.65) 

where the averages are given by 

< Δ Μ > = ÍAui¡r{u; Au)d(Au), (5.66) 

< ( Δ Μ ) 2 > = Í(Auyi¡r(u; AÚ)d{Au). (5.67) 

We now divide by Δ / and allow Δ / 0, when the equation becomes 

-8Γ = ^^("> ^ + ( — - ^ Í " ) ) ( 2 ¿ - ) ^ 

= - ¿ (^(") IM W) (5.68) 

with the definitions ^ ( « ) = lim (5.69) 
Δ< ^ 0 ΔΊ 

5 ( . ) = 1 ¡ „ , < ί ^ > , (5.70) 

lim = 0 (/: ^ 3). (5.71) 

The last condition is certainly true for a transition probability of the form 

ψ{μ\ Au) = J^^^^ txip{-{^u+ßuAtflAqAt}, (5.72) 



7 2 Random Processes in Nuclear Reactors 

which is characteristic of Brownian motion. We see therefore that we now have a 
second-order partial differential equation for W{u, t) with undetermined coefficients 
s^(u),B(u). These are found via the Langevin equations. Consider the case of 
Brownian motion for which the equation of motion is given by (5.2). Integrating this 
equation over the time interval (t, ί + Δί), we find 

Au = -ßuAt+ ί'^^Ά(ξ)αξ. (5.73) 
Ji 

Performing a statistical average over this equation and using the fact that <.4> = 0, 
we find ^ ( ^ ) = (5 j 4 ) 

and similarly B(u) = r^ = (5.75) 

All higher powers of Au are proportional to powers of At higher than the first. Using 
(5.74) and (5.75) in (5.68) gives, therefore, 

m ^ , - p ¡ . J „ W M H r : ^ (5.76) 

for the probability distribution function. 
Subject to W{u,0) = S(U—UQ), we can solve eqn. (5.76) to obtain 

TT7/ .\ Í ^ \ i Í m (u-Uoe-^ψ /C-7'7\ 

which shows that, as ί -> oo, the system relaxes to Maxwellian equilibrium distribu
tion. 

Not all physical situations are as simple as that of Brownian motion even if the 
basic noise sources are white. For example, a more common situation is to have a 
system described by a set of coupled equations for a number of different variables. 
Thus we may have the ^-dimensional Markoff process described by the equations 

y i =/(ji,J^2, "',ynl Δ ι ,Δ2 , . . . , A J (/ = 1 ,2 , . . . , « ) , (5.78) 

where Δ^ are noise sources. The problem is then to calculate the conditional prob-

ability function p^y^^y^^... ^p^^ t^\y^^y^^... (5.79) 

which is the probability that the system will be in the state yi,y2,.. .,yn at time r, 
provided that it was in the state ^̂ 1,̂ 2» · · · jĴ n at an earlier time tQ. 

A more general form of the Fokker-Planck equation can then be derived (Middleton, 
1960) in the following form: 

where the coefficients A i and Bij are given by 

A , = lim % > , (5.81) 

5 , = l i m < ^ > , (5.82) 

with Ay = y(t + At)-y(t). (5.83) 
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Now for white noise processes a rather subtle argument is required to evaluate A^, 

The reason is that white noise processes can be discrete or continuous; for example, 
let us consider a system governed by the equation 

^ ) + MXO + « i W X O = «o(0> (5.84) 

where Μ is a constant and 0L^{t) and OLO{t) are Gaussian, physical white noise sources. 
Physically, we might regard eqn. (5.84) as describing Brownian motion in a fluid 

with a randomly time-varying viscosity (although as we shall see below this is not 
strictly correct). 

Yet another form of stochastic equation can be written for the transition Ay in the 

Ay= -MyAt-Aß^y + Aßo' (5.85) 

Here we can view Aß^ and Aß^ as being Wiener processes, i.e. j ump processes, such 

that they are related to oc^ and OCQ via 

oc, = ^ . (5.86) 

Equation (5.85) may be interpreted in a discrete sense by assuming that, at the start 
of each time interval. At, the system receives a random impulse that sends it from 
state P I to PA instantaneously due to the action of the term -Aß^y-i- Aß^. F rom this 
stage the system moves according to the term -MyAt until the end of the time 
interval when it is in state PG. The process is then repeated indefinitely with impulses 
followed by steady motion in successive time intervals this is characteristic of 
Brownian motion or shot noise. 

The other situation arises when the system receives a continuous random disturb
ance so that in each interval of time At the change of state Ay is given by integrating 
eqn. (5.84) in the classical sense, viz. 

RT+M RI+^T 
Ay = -M y{t')dt'- Κ( ί ' )Χί ' ) -«ο( ί ' ) }^ί ' · (5.87) 

Jt Jt 

Since y(t) varies infinitesimally over At we can rewrite this as 

Ay = -My At-|'^^'{αι(ί')Χί')-«ο(ί')}Λ'. (5.88) 

It is now assumed that Αβ^ and Aß, are continuous processes, i.e. not the " jump-
Hke" Wiener process but rather that AßiJAt is a mathematical approximation for a 
Gaussian process with a very short correlation time. Thus we may assume that 

<ai> = 0, <ao> = 0 (5.89) 

and also that {a^ (ti) a, (t,)} = 1σ\, d(t^ -1^), (5.90) 

<ai(íx)«i(Í2)> = 2a\^Kh-t^), (5.91) 

<*o(íi)ao(Í2)> = 2σ^,ί(ίι - is). (5.92) 

We can also formally relate the quantity /tf to α by the stochastic integral 

ß{t) = f α(ί')Λ'. (5.93) 
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Now when we come to perform the statistical average (Ay), we obtain 

(Ay) = -MyAt- r^\ct,{t')y{t')-oi¿t'))dt'. (5.94) 

Jt 

In the case of the jump or discrete process, and y are completely uncorrelated and 

<ao(0> = 0, thus iAy)=-MyAt. (5.95) 

This is the result given by many authors. However, the case of the continuous white 
noise source has given rise to some controversy (Gray and Caughey, 1965; Srinivasan 
and Vasudevan, 1971) and it has been shown that in this case a more careful examina
tion of the integral in eqn. (5.94) leads, via eqns. (5.90)-(5.93), to the following result: 

<Δ>;> = -MyAt^-al^yAt-^al^At. (5.96) 

Thus in one case the Fokker-Planck equation has the value ¿^=-My and in the 
other it is {o'\i — M)y — alQ, Fortunately, the value of Β is completely unambiguous 
and is given by 2 σ | ι / - 4 σ | ο ; ^ + 2 σ ^ in both cases. 

The choice of the value of to use for a particular problem can be rather difficult. 
For example, Brownian motion clearly requires the discrete process value. However, 
problems in electrical circuit theory where the value of a particular component, say 
the capacitance, may be undergoing random changes might well involve the continuous 
process. It is important to note, however, that no matter which process is used, the 
distribution function Ρ is continuous and cannot exhibit any discrete fluctuations such 
as we find in eqn. (2.24). 

5.7. Applications of Fokker-Planck equation to neutron noise 

As an example of this technique in reactor physics consider the point model 
equations of reactor kinetics with one group of delayed neutrons, viz. 

^ = X (p(t)-ß)N{t) + XC{t)-vS{tl (5.97) 

= i^N{t)-XC{t), (5.98) 

Let us assume that p{t) and S{t) are random functions of time such that 

Pit) = Po+AiO (5.99) 

and S(t) = So+^(t), (5.100) 

where <Δ> = = 0 and A(t),.9'(t) are white noise sources in the sense that 

Δ (0 = ^ , ^ ( 0 = ^ , (5.101) 

where ((AZf) = 2a¡^At, ((AVf) = 2a¡^At, <ΔΓΑΖ> = 2σ?2Δί. (5.102) 

Now if the reactivity fluctuations are due to the fission process, it would seem reason
able to employ the discrete process for calculating s/. In order to avoid mixing our 
processes we shall also assume that <S^(t) is a discrete process. 
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dP 

dt 

( ( ^ Λ ^ Η | σ ? 3 Α Γ + σ | , ) ρ } . (5.108) 

We stress again that Λ'̂  and C are here considered as continuous random variables as 
opposed to the discrete values actually occurring in practice. This will be accurate for 
large population sizes. 

We note also that if the continuous white noise process had been employed to 
obtain A,, we should have instead the value: 

'^^N+ÁC+S,+^. (5.109) 
Λ Λ2 

We choose to retain the " jump-noise" value of A, because the average equations 
predicted by it are equivalent to those for ordinary reactor kinetics. That is, if eqn. 
(5.108) is multiplied by Ν and C in turn and averaged, the conventional average 
equations, viz. 

^ = χ(Ρο-β)<Ν} + λ(0 + Ξ„ (5.110) 

^ = |<A^>-A<C> (5.111) 

are obtained and also, as we shall see below, the correct auto-correlation function is 
obtained. The method would seem therefore to be sound for zero-power noise simula
tion. However, other sources of reactivity excitation due, for example, to bubble 
formation and temperature ñuctuations may be more accurately described by the 
continuous process and we shall say more about this below. 

Returning to eqn. (5.108), we note that a general solution does not seem readily 
available. However, a number of moments of interest can be obtained, viz. <Λ^̂ >, 
<C2>, etc., and also the auto-correlation function φ^^^(τ). The method of obtaining 

Using the general theory of eqn. (5.80), we find that 

A, = lim ^ = hp^-ß)N+XC+So, (5.103) 

B,, = lim < ^ > = 0, (5.105) 

^ " = " έ '"^ X '̂ '" ^'^'" ^̂ ^̂  

= lim = 0, (5.107) 

where we have set yi = Ν and = C. 

The Fokker-Planck equation for P(N, C, t) now becomes 
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ω - ^ · = 0. (5.113) 

« 1 = {λΚ-ρ,)(λ + ω^)+βλ s ^ ω,{ω\-λ% (5.114) 

= (λΑ-ρ,)(λ + (ο,)+βλ = ω,{ωΙ-λη (5.115) 

and 

— 7 2 Τ ^ 1 2 " T " ^ 2 2 Μ Ρ Ο - ^ - Α Λ ) 4 - ( Ρ Ο - Α Λ ) ^ ^ 

(5.116) 

Thus we have obtained the auto-correlation function of a system with white noise 
parametric and source excitation. In Section 5.4 we calculated the auto-correlation 
for these two effects separately and the results are given by eqns. (5.39) and (5.60). In 
obtaining ^ A ^ Í V ( T ) for reactivity perturbation it was necessary to assume a small per
turbation; however, in the above calculation we did not resort to this approximation: 
nevertheless, we did use a white noise source, whereas this was left quite general in 
the earlier case. 

It is useful to assess the error in the closure technique used for reactivity perturba
tion and we can do this by comparing the values of ΦΝ^^(Τ) so obtained, with the exact 
value above. Returning to eqn. (5.57) and adding the source term ^(0> so that the 
total random excitation is 6^(t) + {N}A(t)IA, we find that for S^(t) and A{t) white, the 
corresponding auto-correlation function is exactly the same as in eqn. (5.112) except 
that . 2 

where + { W A ( / i ) ) (^ω + χ (Ν)^)^ = 2a¡,d(t,-t2) (5.118) 

with ^323 = 5ο + σ | 2 . (5.119) 
Po Po 

We see, therefore, that perturbation theory is valid provided that 

( ρ - Λ Λ ) σ ^ / Λ J 
Ρ ο ( Ρ ο - Α - Α Λ ) 

Now, physically, σ^̂  = \At{{Apf), where ((Apf) is the mean square reactivity 
ñuctuation and a characteristic time scale of the fluctuation. Δί is in fact of the 
order of the inverse break frequency of the stochastic perturber. For the present theory 
to be valid, with typical values of λ. Λ, β and the system not too near criticality, we 
find that the condition (5.120) becomes 

Μ < 1. ( M 2 . ) 

a condition which can usually be realized. 

this is lengthy and described in detail by Williams (1969) so that we shall only quote 

the result, namely: ^^^(^) ^ A{oL^e-^--a^e-^^ (5.112) 

where and are roots of 
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exp 2 Σ 2 ( 1 - β - 2 « 0 
(5.122) 

where <Λ̂ > is the mean value given by Λ5Ό/( -PQ),OC = - pJA and is the variance, equal 
to σ|2 Λ/( - 2po). The solution is subject to the initial condition P(N, 0) = ^(Λ^- NQ), The 
solution is, therefore, Gaussian and has an equilibrium value as ί -> oo given by 

(5.123) 

The other limiting case, again for no delayed neutrons, arises when we consider 

parametric excitation only and no source term. Thus we have = 0, σ^2 = O and 

.So = O in eqn. (5.108). The resulting solution is 

\i r - { l o g ( i V W - / > o W 1 / Λ2 \ t Γ 
w o = ^ ( 4 ^ ) e x p _ (4σί,ί /Λ2) 

(5.124) 

which is markedly non-Gaussian. Moreover, it has the interesting feature of not 
having an equilibrium value as ί oo. The reason for this curious behaviour can be 
understood if we examine the moments of P(N,t), viz. 

(N") = N''PiN,t)dN 
Jo 

(5.125) 

For ρ = 1, we find the mean value to be 

<JV> = i V o e x p { ( p o + $ ) | ) . 

Thus even if the mean value of the reactivity, PQ, is zero, the neutron density will on 
the average continue to increase with time. Thus a random reactivity insertion with 

zero mean has a resultant effect equivalent to a positive reactivity addition. Even if the 
mean reactivity pQ is adjusted such that pQ^-a\^jK = 0, thereby making <Λ )̂ constant, 
we find that the second moment 

<iV2> = A ^ ¿ e x p j ^ r 

increases with time, i.e. the fluctuations about the mean increase in amplitude. Thus 
we have the interesting result that the variance increases with time, yet the probability 

Our calculations thus far have been concerned v^ith means, variances and auto

correlation functions; the explicit calculation of the probability density function 

P{N, C, t) has been avoided. However, there are situations where a knowledge of Ρ 

would be useful particularly in connection with power reactors and their associated 

temperature fluctuations as we shall see in a later chapter. Thus the solution of 

equations of the Fokker-Planck type is of importance. Whilst we can see no analytic 

way to solve eqn. (5.108) it is useful to consider two limiting cases. In the first, we 

assume that only the source is stochastic and therefore that σ|ι = 0 and af^ = 0. 

We also assume that delayed neutrons are absent. The solution can now be written 

down directly as follows: 
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5.8. Generalization of Fokker-Planck equation to an nth order system 

It has been shown by Leibowitz (1963) and by Ariaratnam and Graefe (1965) that 

a system governed by the coupled set of linear random equations 

dv (t^ ^ ^ 
= - Σ a,,y,{t)- Σ ^iÁt)yÁt) + ocr(t) (i = 1 ,2, . . .,η), (5.126) 

at j=i j=.i 

where «¿̂  are constants and oc^j and aj-̂ ^ are random Gaussian white noise sources, can 

be represented in terms of probability by a Fokker-Planck equation if A i and are 

defined as follows: 

Ai = -Σ^ (airyr + Dfí^r-^^D,,^rsy^ , (5.127) 

5 , , = 2|z)g>- Σ {D% + Dfl,)y,^- Σ Σ A v , . - . J . J s l (5.128) 

ι r = l r = l s = l ) 
The coefficients D are defined by the following cross-correlation functions: 

Mh^rsih)) = 2D,,^rsKh-h\ (5.129) 

<af >(ί,)α<ο)(/,)> = 2Df^8{t,-t,\ (5.130) 

Mh)<\h)) = 2Dflr8{t^-t,\ (5.131) 

It should be mentioned, however, that Srinivasan and Vasudevan (1971) have 
expressed doubts about the validity of the above Fokker-Planck equations. Never
theless, experiments have been performed by Graefe (1966) who obtained the power 
spectral density of the random variables y^{t) and y^it) described by a pair of coupled 
differential equations by using a white noise generator to parametrically excite these 
equations. The corresponding random outputs y^(t) and y^it) were processed using a 
digital computer and a digital to analogue converter to obtain an on-line analysis of 
the spectral density. Good agreement between the numerical simulation (experiment) 
and the results of theory based upon the above equations was obtained. 

A further experiment which provides convincing evidence of the existence of mean 
square instability was performed by Samuels and Bringen (1959) who set up the 

m - ß m + H + <t)]y{t) = 0 (5.132) 

on an analogue computer. a(t) is broad band noise, β and are constants. The 
response y(t), when noise of a proper level is injected into the system, shows clearly 
the tendency for the fluctuations in y(t) to increase without bound as t increases. In 
these experiments only qualitative agreement was sought so that no conclusions could 
be drawn regarding agreement with theory. 

of Ν attaining large values as / -> oo becomes vanishingly small (this can be seen by 
studying P{N, t)). The reason for this effect is difficult to understand but is probably 
due to the fact that the excitation appears parametrically and therefore has a non
linear effect on the system response. This phenomenon has been noted in electrical 
systems where it can have unexpected effects on stability; however, its importance in 
reactor dynamic behaviour has yet to be examined. 
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dyi 
dt 

dt 

dt 

^=y2, (5.138) 

= - Ω ι Λ - α 2 > ' 2 - Λ > ' 3 , (5.139) 

% = - ¿ > ' 3 + «(0 , (5.140) 

An illustration of the effect of random parametric excitation on the stabiHty of mean 
values can be obtained from the equation 

yHc,^gÁt)]yHc,+gÁt)]y = 0, (5.133) 

where <^i) = 0 and <go) = 0· Now we write y = and y = y2to reduce eqn. (5.133) 
to a pair of coupled first-order equations. Then using the general theory we can find 
the mean value <>̂ > and show that it satisfies the equation 

(y) + [c.-i<rlKy) + c,(y} = 0, (5.134) 

where <^ i ( ^ )^ i (^2 )> = o^i'^(ii-^2). 

Thus if we interpret eqn. (5.134) as describing a mechanical system with y being the 
displacement of a particle from equilibrium, then clearly the random coefficient gi(t) 
can be regarded as being equivalent, on average, to a negative friction despite the 
fact that its mean value is zero. Thus there is a destabilizing effect introduced by the 
random excitation, a fact to which we will refer again in connection with power 
reactor stability. 

Two further points are of interest in connection with this method. The first is that 
it may be applied quite readily to non-linear systems using the same techniques to 
calculate Ai and Bij, However, it is worth noting that, in non-linear systems, the 
resulting moment equations, i.e. for < j^>, are not closed and therefore some closure 
approximations are required. 

The second point concerns non-white noise. If the noise causes only a small deviation 
about the mean then perturbation theory leads to closed form solutions for the 
moments and correlation functions (Samuels and Bringen, 1959; Bharucha-Reid, 
1963). Alternatively, we can retain the Fokker-Planck formalism if the non-white 
noise in question can be produced by passing white noise through a hnear filter. In 
such a case the non-white noise, whilst non-Markovian itself, may be regarded as the 
projection of a Markoff process (Bogdanoff and Kozin, 1962). As an example, let us 
consider the pair of equations , 

f = 7 2 , (5.135) 

^ = - « ι Λ - «272 - 7(t)yi, (5.136) 

where γ(ί) is Gaussian non-white noise. Let us now suppose that y(t) can be produced 
by passing the white noise, α(ί), through a filter, described, for example, by the equa
tion , 

g = - o r + a ( 0 . (5.137) 

Now if we set γ = y^, the three eqns. (5.135), (5.136) and (5.137) can be written 
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5.9. The extinction probability 

A further application of the Fokker-Planck technique is to the calculation of 
extinction probability. As an example, consider the simple birth and death problem in 
which the variable is continuous. The probabihty density function / ( « , t) is given by 
the Fokker-Planck equation as 

where a and b are the mean and variance of the transition probability. For birth and 
death problems it is reasonable to assume that a = an and b = βη, i.e. both are 
proportional to population size. 

Subject to an initial condition « = at ί = 0, the solution of eqn. (5.143) can be 
shown to be 

where / i (x) is a modified Bessel function. 
We see that the mean value 

ñ{t) = Γ nf{n,t)dn = «ο^^' (5.145) 
Jo 

as expected, and also that the variance is given by 

a\t) = {^noe-\e-'-\), (5.146) 

Both of these expressions have the same form as the corresponding values given in 
Section 2.3 for the discrete variable problem. In that case we can identify α = {λ—μ) 
2inaß = (λ+/^). 

which is now a Markoff process for the three random variables y^.y^^yz- Unfortu
nately, the system is now non-linear but it can at least be used to construct a Fokker -
Planck equation. 

It is interesting to note that, in this particular case, the auto-correlation function of 

7 ( 0 is . 
<7(Or(Í2)> = γ (5.141) 

so that its correlation time is 1/é. The corresponding p.s.d. is given by the Fourier 

transform, viz. 2 
Φ , Η = ^ , . (5.142) 

Thus a variety of non-white noise sources can be included in the Fokker-Planck 
system. This is a useful feature in reactor noise problems when mechanical excitation 
is prevalent. 

Alternative methods of dealing with non-white Gaussian noise may be found in 
Williams (1971). Experimental confirmation of the applicabihty of the Fokker-Planck 
equation to a non-hnear oscillator has been found by Morton and Corrsin (1969) who 
artificially excite the equation for a cubic spring oscillator. 
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and a(n,t) = [XfV(v-l)-vÁf + Áa]n + S. (5.153) 

This is in agreement with our earlier assumption and gives explicit expressions for oc 
and β. Moreover, in the case when a source is present it shows that the mean and 
variance must be augmented by the immigration rate S. t 

We note that in terms of m and σ, the extinction probability becomes 

M ^ ) = exp ] , (5.154) 

where ρ = (k^-l)lk^ and k^ = vXfjA^. 

t See Appendix for a more detailed explanation of the structure of eqn. (5.151). 

WRP 

We may also inquire about the probability of extinction according to the Fokker -
Planck equation. 

This can be obtained by calculating the total probability that there are particles in 
the system at time viz. 

rf{n,t)dn = 1 - e x p {-̂ î̂J . (5.147) 

Since this quantity is less than unity, the probability of no particles in the system at 

time MS I 1 t\ 

iO (0 = expj--|Ml-J. (5.148) 

The extinction probability, which is the limit of ρ^{ί) as ί -> oo, is given by 

Po(oo) = 1 (a < 0),-

= e x p { - 2 a A i o / / ? } (a > 0),. 

which should be compared with eqn. (2.23) of Section 2.3. 
The continuous approximation implied by the Fokker-Planck technique has been 

applied to neutronics problems by Dalfes (1963). Dalfes assumes that for a sufficiently 
large population size the variables TV, C¿, Ζ in eqn. (2.45) can be considered as con
tinuous. He then argues that the variations in the value of y = (7V,CÍ,Z ) over a 
generation due to immigration, fission and absorption are small compared with y 
and therefore they can be considered as infinitesimal variations and can be treated as 
Markoflf processes. Thus the right-hand side can be expanded in a Taylor series to 
give the following result: 

dP(\ t) 3 1 m m ^2 

^-ηι,(γ,ήΡ(γ,ή+^Σ Σ ^ - ^ <r,,(y,t)P(y,t), (5.150) 

where and σ^̂ ί are given averages over the nuclear properties of the system. 
The full details of the calculation will not be given here but it is worth noting the 

case for no delayed neutrons, when eqn. (5.150) becomes 

^ _ | . (m(n,t)P(n,t))+l ¿ (σ(η,ί)Ρ(η,ί)) (5.151) 

with m(n, t) = [VXf - λ J ,2 + .S, (5.152) 
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5.10. Artificial generation of random noise 

In dealing with the theoretical studies of noise in the previous sections, we have 
implicitly assumed that a white noise source is available: this has enabled us to use 
the approximation of a Dirac delta function for the input correlation function. 
However, white noise is a physically unrealistic entity, since it would result only from 
discrete independent events extending over an infinite period of time. Certainly the 
simulation of discrete events can be done via thermionic valves or radioactive decay; 
however, the period of time over which a particular simulation can be done must be 
finite. As a result the auto-correlation function of this noise input has sidebands which 
can lead to difficulties. Yet another viewpoint as to the impossibility of producing 
pure, white noise arises if one considers the total power from such a device. If the 
frequency range is fiat and extends from zero to infinity, then the area under the curve, 
which is a measure of the power, is infinite. Thus there is always a natural frequency 
in a system which introduces damping and reduces the high-frequency portion of the 
noise spectrum. 

Because of the uncertainties and difficulties associated with the use of " n a t u r a l " 
white noise sources, it has become customary to introduce artificial periodic disturb
ances which have statistical characteristics very similar to those of white noise. Full 
details of these techniques are described by Uhrig (1970) and so we shall not go into 
much explanation here. However, the general ideas may be illustrated through a 
simple example. 

If a series of square wave pulses with random intervals between events is used to 
generate the input signal to the system, i.e. 

Χ Ο = Σ Ρ ( ί - β , ) , (5.155) 
k 

where F{t) is the pulse shape and ê^ a random time interval, then the associated auto-

correlation function ^^^^^^ ^ {y{t)yit+r)) (5.156) 

may be shown to take the form of a triangle defined by 

φ,,{τ) = b S \ \ - b ) ( \ - ^ (0 < | T | < 2W), (5.157) 

where the average pulse rate is and έ, the duty cycle, is equal to mW, Wis the pulse 
width and bS is the distance below the zero of y, S being the total pulse height. The 
crucial point in this white noise simulator is that the area of the pulse for j > 0 is 
just equal to the area below the j = 0 axis between pulses. 

If the relaxation constant of the impulse response function of the system is a, then 
the pseudo-random signal so generated will appear virtually as a delta function 
provided that W <^ Ijoc and also, to avoid the chance of pulse overlapping, we should 
have W<llm. 

A large number of other types of pseudo-random signal generator are in existence 
(Stern et ai, 1962; Stern, 1964) for producing white noise. However, a completely 
diff"erent approach has been adopted by Smith and Williams (1972) who have con
structed a stochastic generator which will produce a noise signal which is Gaussian, 
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S t a t i o n a r y and has a prescribed power spectral density. It has therefore an advantage 

over those methods which are restricted to white noise production. 

The method is based upon the fact that any stationary noise signal can be decom

posed into a Fourier series of the following form: 

Xm{t) = Σ {amic cos(kω^t) + b^J,sm(kω,t)}, (5.158) 

where Xr,^ is a member of an ensemble of functions where the coefficients a^j,, b^j, 

are distributed according to a normal distribution with the desired spectral content. 
The sequence (5.158) is periodic, repeating at intervals 

e = ^ S ( 5 = 1 , 2 , 3 , . . . ) . 

In addition we assume that X has zero mean, thus, for a particular ensemble member, 

ä, = h = 0. (5.159) 

Similarly, the aj¡s and bj¡s are independent of each other for different values of k, 

' ' ' ' ' ^ ^ ^ ^ ^ ^ i = Kb;=ald,, (5.160) 

and aj^bj, = 0, 

the bar denoting an average over a Gaussian distribution. 

In the frequency domain, the sampling theorem (Hancock, 1961) requires that for 

the spectral content of a record of length Θ to be completely represented, it is necessary 

to sample the spectral density function at frequency intervals equal to or less than 

lie Hz. 

The variance of the contribution of a given frequency is now made proportional to 

the amplitude of the spectral density function at that frequency by selecting the 

coefficients a^^bj^, A: = 1 ,2 ,3 , . . from Gaussian distributions with variances 

defined by . 
--^G(kfminl (5.161) 

where G(f) is the desired p.s.d., normalized such that 

Λ/max 
G(fW= 1 (5.162) 

v/min 

and / m a x and / m i n are cut-off frequencies with / m a x = w /min. The variance of the 

resulting sequence is then ^ 

σ^ = Σ (^1 = 1. (5.163) 
k = l 

The values of and bj, are selected from Gaussian distributions by choosing random 
numbers and using the Monte Carlo philosophy (Schreider, 1966). Two tests have 
been made of the method using the p.s.d. functions shown in Figs. 5.2 and 5.3. The 
full line is the exact analytic form of G(f) and the circles denote values obtained by 
generating sequences X m ( t ) and performing the auto-correlations and subsequent 
Fourier transforms numerically. The close agreement gives confidence that the 

6-2 
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F I G . 5.3. Artificially generated and exact p.s.d., case 2. (From Smith and Williams (1972) 
/. NucL Energy, 26, 525.) 
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stochastic generator will simulate any desired Gaussian noise spectrum. Applications 
of the method to a space-dependent problem involving the correlations between points 
which are at distances Χχ and from a randomly varying plane source can be found 
in Section 7.14. 
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Point Model Power Reactor 
Noise 

6.1. Introduction 

Whilst studies of zero-power noise are of basic academic interest, it is clear that if 
reactor noise is to have any real future in nuclear engineering it must lead to results 
of practical engineering value. Thus it must either be of aid in diagnosing existing 
faults, or, better still, help predict these faults before they become serious. 

In the treatment of zero-power problems we have concentrated on simple models. 
In practice, however, because the noise sources in zero-power systems are exactly 
known, it is possible to write down an exact equation for the noise distribution in 
position and velocity and we may regard the calculation of zero-power noise as a 
completely solved problem: only computational difficulties remain [see eqn. (4.25)]. 
Power reactor noise, on the other hand, is very different. There are so many possible 
noise sources, whose statistical natures are unknown, that it is impossible to write 
down a probability balance equation with any certainty that it covers all contingen
cies. 

In order to appreciate the magnitude of the task confronting would-be power 
reactor noise analysts, we list below a few of the possible noise sources that can arise 
and the range of frequencies over which they are important (these may be considered 
to affect the reactivity directly): 

1. Ageing processes: change of nuclear properties by irradiation ( < 10"^ Hz). 
2. Xenon poisoning (lO-^-lO-^ Hz). 
3. Control-rod movements either operator induced or in response to automatic 

control-system signals (0001-0 1 Hz). 
4. Delayed neutron effects ( 0 0 1 - 1 0 Hz). 
5. Characteristic reactor cycle times such as coolant circulation period ( 0 0 1 -

1 0 Hz), 
6. Mechanical vibration of reactor components, e.g. control rods, fuel elements 

and core assembly due to excitation by coolant flow (frequency range depends 
on natural modes of components but may extend upwards from 0 1 Hz). 

7. Fuel non-uniformity in molten fuel reactors, also local heterogeneities in 
enrichment in solid-fuel elements leading to variations in power output 
( ^ I H z ) . 

8. Fluctuations in the inlet coolant temperature and flow rate ( - - 0 1 - 1 0 Hz). 
9. Large-scale flow instabiHties and pressure fluctuations in the coolant, also 

86 
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turbulence causing fluctuations of the heat-transfer characteristics of fuel 
element surfaces (001 Hz, upwards). 

10. In boiling-water reactors there exists the statistical problem of bubble forma
tion, collapse, gas entrainment and cavitation due to pumps (10 Hz upwards). 

In addition to these direct efl*ects on reactivity one must also account for the acoustic 
noise ñeld in a power reactor due to the boiling of liquid coolants. In addition, blower 
and pump noise and turbulence-induced pressure fluctuations can be very high, leading 
to component fatigue and failure if a lightly damped structural resonance is strongly 
excited, hence the need to know probability distributions (see Chapter 9). It should 
be noted, however, that acoustic noise is generally significant in the range 10^-10^ Hz 
and has little effect on reactivity in the frequencies of interest in power reactors— 
although it may be a useful diagnostic tool in its own right (Saxe, 1967). 

Despite the number of these different noise sources in power reactors, it is encourag
ing to learn that a number of successful experiments have been carried out on various 
reactors in which the eff'ects of some noise sources have been isolated or have proved 
to be dominant. For example, on the high flux isotope reactor at Oak Ridge, it has 
been demonstrated clearly that there is a strong correlation between control-rod 
vibrations and neutron flux noise in the range 0 1 - 2 0 Hz (Robinson, 1967; Fry, 1971). 
Correlations have also been obtained in the molten salt reactor experiment between 
gas pressure fluctuations and neutron flux noise (Robinson, 1970). The cause of the 
latter is attributed to gas bubbles, entrained in the fuel, vibrating and causing reactivity 
perturbations (Saxe, 1967). Further evidence of coolant flow fluctuations causing 
random control-rod movement has been found by Yamada and Kage (1967). 

The sodium reactor experiment suffered from bowing of the fuel elements which 
led to a resonance in the neutron flux noise. However, it was noted that by wrapping 
wire around the fuel elements, thus making them more rigid, the resonance was 
significantly reduced in amplitude (Thie, 1963). 

Tests on the Nuclear Ship Savannah have shown that rough seas cause control-rod 
movements leading to resonances in the power spectral density (Ball and Batch, 
1964). 

Randall and Griffin (1964) have shown that low-frequency power fluctuations can 
arise from coolant flow fluctuations caused by voltage variations in pump supplies. 

Boardman (1964) has attributed resonances in the neutron flux noise measured on 
the Dounreay fast reactor to interactions between inlet coolant temperature fluctu
ations and the reactor core temperature. 

Many other experiments on power reactors have been performed and are reported 
in the AEC Symposium series No. 4 (1963) and No . 9 (1967) and also in the J a p a n -
U.S. Symposium (1968). 

More recently Greef (1971), at the Central Electricity Generating Board's Research 
Centre at Berkeley (U.K.), has shown how measurements of temperature noise and 
calculation of the correlation function between coolant and fuel temperatures have 
enabled the associated transfer function to be obtained, a knowledge of which is 
valuable for reactor-fault protection studies. This method was employed instead of 
the usual rod oscillator technique and resulted in a much simpler method of measure
ment which did not disturb the reactor in any way. 

At this point it must be admitted that the list of successful applications mentioned 
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above tends to give a misleading impression of the acceptance of noise analysis as a 
diagnostic tool in day-to-day reactor operation. Most utilities are still reluctant to 
accept it as a foolproof method to detect faults such as hot spots (particularly impor
tant in fast reactors) or local boiling. This attitude is not surprising in view of the 
rather limited understanding of the noise sources involved and the associated rather 
limited mathematical models. However, the advantages to be gained by reliable noise 
source measurements in place of the present control-rod oscillation techniques and the 
use of impulsive or ramp disturbances to measure reactor kinetic parameters are very 
great indeed. In all of these latter techniques, for example, it is necessary to either shut 
down or reduce reactor power and thereby lead to economic penalties. There is also 
the problem of the investigation of high-frequency phenomena which are restricted by 
the slow response of artificial sources of excitation such as the periodic operation of 
control rods and blowers; noise measurements, on the other hand, can detect high-
frequency components of the transfer function with relative ease. 

6.2. The probability balance method for power reactor noise studies 

Undoubtedly the credit for the first serious mathematical study of power reactor 
noise must go to D. R. Harris who, in 1958, developed a probability balance equation 
for the noise in a power reactor, excltiding boiling. Harris considered the equation for 

P ( 7 V , C i , . . . , Q , ^ , Z , 0 , (6.1) 

where N, Ci and Ζ are defined as in the zero-power case, but 

θ = ^ θ ^ , (6.2) 

where Oj^ is the temperature of the soHd portions of the reactor, is the heat capacity 
of the solid parts and q is the quantity of heat produced in the solid parts when a 
fission occurs. Thus ^ is a discrete variable but, owing to the numerical value of 
Cjijq, is very nearly continuous. It is assumed in this analysis that the coolant tem
perature does not change, i.e. the system is connected to an infinite heat reservoir. 

Finally, the reciprocal of the mean neutron lifetime (including corrections for 
leakage) is assumed to depend on the temperature in the following manner: 

Ac = A , o - a ( ^ , e - M , (6.3) 

where dj^^ is a convenient reference temperature and α is the temperature coefficient. 
We can also write (6.3) in terms of Θ as 

Ac = Α , ο - γ ( ^ - ^ ο ) , (6.4) 
where γ = qocjCj^, 

In terms of A ,̂ therefore, the reactivity p{t) can be written as the random variable 

p ( 0 = l - ^ ^ ) , (6.5) 

where X^t) is random because of temperature fluctuations. 
Making use of the generating function technique, it is possible to find equations for 

the various moments <iV>, <C¿>, <6>>, <Z>, {m), (ΝΘ), (θ^), etc. However, certain 
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d{N) J 
= Ξ-(λ,}(Ν} + λ,[να-β)-η<Ν)+ Σ λ , < 0 + ασ | , „ (6.6) 

dt i = i 

where σ%, = (ΝΘ)-(Ν}(Θ}. (6.7) 

The equation for the average density of delayed neutron precursors is the conventional 
one. 

We note the addition of a term ασ%^ in eqn. (6.6) which does not appear in the usual 
deterministic equations. In order to solve, therefore, an additional equation for σ^^ is 
required which in turn introduces new unknowns, e.g. (Ν^θ), etc. Thus it is necessary 
either to neglect certain cross-terms or at least relate them to lower-order ones. We 
see therefore that we again meet the unpleasant problem of closure. In fact in most 
practical solutions ασ^^^ <̂  10"^) and this term may be neglected from the 
point of view of average reactor behaviour. However, when the fluctuations themselves 
are of interest, more careful consideration of the second-order moments is required. 

Second- and higher-order moments may be obtained by appropriate diñ*erentiation 
of the equation for the generating function. If the variance μ^ζ is found it is possible 
to obtain the correlation function φ^]^¡(τ) as explained earlier. However, a rather more 
convenient method has been described by Greef (1971) which enables equations for 
all of the relevant correlation functions (auto and cross) to be obtained directly 
without the need to use the Pluta formula. Greef defines the new joint probability 
distribution function P(A^^ t^; A, t), (6.8) 

where A is a vector denoting all dependent variables at time t, viz. (Λ ,̂ Q , Θ, etc.), and 
Ao is at another time IQ. 

Then, by definition, P(Ao,/o; Α, ί ) is the joint probability that if the reactor is in a 
state Ao at time to it will be in a state A at time t. The arguments leading to the 
appropriate balance equation for P(Ao,íoí Α, ί ) are identical to those for P(A,t); the 
advantage is that moments corresponding to different time intervals may be calculated 
directly. For example, if we require (N{to)N(t)}, we can write it in terms of the 
probabihty function as 

(N(to)N(t)) = ΣΣ N(to)N(t)P(Ao, tol A, t). (6.9) 
Ao A 

Now since the generating function 

F(Ao,io; x , 0 ^ Σ ^ Α ο , ί ο ; A , O x f . .χ^,'χΐ (6.10) 

we can obtain {N{t^N(t)) directly by differentiating once with respect to X i , multiply
ing by N{t^ and summing over all Ao, i.e. 

{Ν{ΐο)Ν{ΐ))^ΣΝ{ΐο)^ . (6.11) 
Ao ^XI X=L 

In order to close the set of coupled moment equations, Greef uses the result of Harris 
and Prescop (1969) that the probability function is normally distributed. Thus if 
XI, X2 and x^ are three random variables normally distributed, it is easy to show that 

< X l , X2, XS> = (XI) < X 2 > < ^ 3 > + (XL) + < ^ 2 > 0-31 + <^3> σ · ? 2 . (6-12) 

where σ?- = σ% = < (x¿-<x¿»(x , -<x ,»> . 

difficulties now arise which may be exemplified by consideration of the equation for 
the mean value {N), which becomes 
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In this way equations for ΦΑίΑ)(τ) can be obtained, and solved by Laplace trans
form. 

Even in this simple analysis, however, we can observe the onset of fundamental 
difficulties, for example in the knowledge of the probability p(q) which governs the 
amount of heat transferred between coolant and solid material. Similarly if we 
introduce other noise sources covering boiling and vibration phenomena we shall 
meet this problem again. Thus we have a method of computing the functional form 
of the various correlation functions but they contain unknown parameters describing 
the relative strengths of the noise sources. An additional limitation of this method is 
the difficulty of extending it to include space and energy dependence: this can be done 
(Matthes, 1962) but leads to a very complicated formalism which lacks appeal to the 
practising nuclear engineer. 

6.3. The Langevin technique: application to power reactors 

Because of the difficulties mentioned above, it is useful to see whether an application 
of the Langevin technique will not be more profitable. Certainly the Langevin tech
nique is more easily handled mathematically than the probability balance method 
despite the latter's more fundamental approach. As we have seen in Chapter 5, the 
starting point is simply the set of equations for the mean values of the variables with 
certain parameters "ea rmarked" as random. Thus the method can deal readily with 
space- and energy-dependent problems and, in particular, the important case of 
control-rod and fuel-element vibration and also, as we shall show, the effects of 
boiling. Moreover, whilst the statistics of the noise sources are not known, this is also 
true in the probabihty balance method, the difference being merely conceptual rather 
than real since, in both cases, guesses at the noise source characteristics must eventually 
be made. It is for this reason that we shall concentrate on the Langevin technique as 
far as practical applications are concerned and illustrate its use in power reactor 
problems by considering a number of important practical problems and examples. 

6.4. Calculation of the transfer function between coolant temperature and 
fuel temperature in a gas-cooled, graphite-moderated reactor 

This problem has been dealt with recently by Greef (1971) and demonstrates very 
markedly the versatility of noise analysis. 

In this particular problem only temperature ñuctuations are studied since there are 
no suitable neutron flux detectors in the fuelled region of the Berkeley reactor core 
which was the system under investigation. The purpose of the experiment was as follows: 

{a) To survey the temperature noise and ascertain its nature and primary cause. 
{b) To determine the validity of a theoretical model for the fuel-coolant temperature 

transfer function. 
{c) To study the response of the channel gas-outlet thermocouple relative to changes 

in coolant temperature. A knowledge of this response expressed in terms of the 
model parameters is valuable for reactor fault protection studies and a method 
of measuring it without disturbing the reactor is required. 

The general practical situation is indicated in Fig. 6.1, which shows the cross-section 
of part of a particular channel in the reactor core. 
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F I G , 6.1. Schematic diagram of the top section of a Berkeley reactor fuel channel. 

The equations used to describe this situation are the following point model reactor 
kinetics equations using one delayed neutron group. 

dN 
dt 

= (-K + XM^-ß)-l])N+AC+S, 

^ = X,vßN-XC, 

(6.13) 

(6.14) 

These are the basic neutronics equations. The associated heat transfer equations are 
approximated as follows: 

CuVu^ = λfμfN-KUTu-Te\ (6.15) 

CmVm^^= KUTc-Tm\ (6.16) 

CcVc^ = KUTu-Tc)-K,UTe-TJ-2C,V,(T,-T,y (6.17) 

C and V are the specific heats and volumes of the components, fuel (u), moderator 
(m) and coolant (c). Κ denotes the corresponding heat transfer coefficient which we 
assume to be temperature independent over the fluctuation range. Vc is the volumetric 
flow rate of coolant through the reactor and r¿ is the inlet coolant temperature. 

We have defined as = .(To.t + T,) (6.18) 
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2K 

= A„ = }¡u+Sh„, (6.22) 

= A™ = a^ + S h , , , (6.23) 

= h , = ho + S h , , (6.24) 

V = ν+δν, hcTi Ξ Δ = Δ + Μ . (6.25) 

Fluctuations Sh, SP, etc., in these quantities lead to corresponding fluctuations in N, 
C, T„, Tc and Γ„ . Thus we write 

N= Ν+δΝ, C= ϋ+δ€, Τ = Τ+δΤ. (6.26) 

Inserting (6.21)-(6.26) into the eqns. (6.13)-(6.20), using the steady-state conditions 
and neglecting products of second-order terms, e.g. δ/ιδΤ, we find that the equations 
for the fluctuating components become, with 

= A , „ - a ( f „ - r „ o ) - r ( 7 ' m - r ™ o ) , (6.27) 

^ = {-J, + λf[v(l-ß)-l]}δN+λδC+aÑδTu + γÑδT^ + λfÑ(l-ß)δv, (6.28) 

"^^^ = λ/νβδΝ-λδ€+λ,βΝδν, (6.29) 
dt 

^ = Ε,δΝ-ϊυτ^Λ-Κδτ,+ΝδΗ,ΗΤη-ηδκ, (6.30) 

^ = α^δΤ,-η^δΤ^ + (Τ,-Τ„,)δΗ^, (6.31) 

^ = fiuST^-ihu+hm+hcW^+hmST^ + Qit), (6.32) 

where Q(t) = {T„-T,)δh„+iTo-TJδhr,-Tcδh,-δ^, (6.33) 

and the term 2Cc Vc{Tc — T¡) arises from the point model approximation of the mass 
transport term 

F e C , ^ , ^ % (6.19) 

where is the coolant velocity. 
μf in eqn. (6.15) is the amount of heat released per fission. The feedback mechanism 

is by the fuel and moderator temperature changes affecting the neutron lifetime λ^, 

λ , = X^^-a{T,-T,,)-y{T^-Tmo\ (6.20) 

It should be noted that in the above equations we have not followed the same notation 
as Greef in his original work. 

We now assume that the following coefficients in eqns. (6.13)-(6.20) are stochastic 
random variables such that 

A = h , = h,^m,, (6.21) 
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which can be written in matrix notation in the following manner: 

d_ 
dt 

SN - 'SN -
SC SC 
ST„ + STu = 

ST^ 
ST, ST, 

{SF^} (634) 

where 
λ / Ρ ( ΐ - Α ) - ΐ ] - λ -Na -Νγ 0 

-λ,νβ λ 0 0 0 
-hf 0 hu 0 -K 

0 0 0 hm — hm 
0 0 -hra ih + hm + K) 

(6.35) 

and 

{SFd = 

λ,{\-ß)NSv 
Xfß_NSv_ 

NSh,+{T^-T,)Shu 
(T^-TJSh^ 

(Γ„ - Γο) Sh„+(Γ, - Tm) Shm -Tjh,-SA 

(6.36) 

We may write this equation more concisely as follows: 

(6.37) 

which is the form of the generahzed set of coupled Langevin equations for a random 
vector subject to a random source vector ^F. I is the unit matrix and Β is defined 
by eqn. (6.35). Notice that there is no parametric excitation so that the corresponding 
Fokker-Planck equation could be found and solved very easily via eqns. (5.78) and 
(5.80) (Chandrasekhar, 1943). 

Equation (6.37) may be solved by diagonalizing the matrix B, viz. 

Β = SAT, 

Λ = 

0 0 0 0 -
0 0 0 0 
0 0 As 0 0 
0 0 0 λ. 0 
0 0 0 0 

(6.38) 

(6.39) 

and ST = I. The A¿ are the eigenvalues of A. 
Then it is easy to show that a typical component of ^A is given by Goertzel and 

Tram(1960) : 

^A,(t) = Σ SaehtT,MÁO)+ Σ S,,T,. ¡'dsSF,(s)ehi^-% (6.40) 
k,j k,j 

which is the multi-component analogue of eqn. (5.3). 
Now if we assume that the system was "switched-on" a long time in the past and 

also recognize that in a stable system < 0, we can neglect the initial conditions and 
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k,j Jo 
dueh-SFj{t-u), (6.42) 

0 

We are now in a position to find the cross-correlation function between any two SAi, 
e.g. 

(dA,(t,)SAi(t,)} = Σ Σ S,,T,jSi,,T^n Γ du ί " du'eh-^^m-' 

k,j m,n Jo Jo 

x{SF,(t,-u)SF„(t,-u')). (6.43) 

But if the noise sources are stationary random processes 

<SF,(QSF„(t,)) = φ,Λ(ι-ίύ = Φΐη(τ). (6.44) 

Thus with {SAi(tj)SAi(t2)} = fair) (6.45) 

we find fair) = Σ SaSimT^¡T^„ Γ" du Γ" du'eh^+K-'.φ,„(r-u + u'). (6.46) 
jkmn JO JO 

Thus we have put the output noise cross-correlation functions in terms of the input 
noise cross-correlation functions. 

The corresponding cross-p.s.d. can be obtained in the usual way by defining 

^ ü ( ^ ) = ^ τ ^ - - ^ , , ( τ ) (6.47) 
J-OO 

and Φ,„(ω) = Γ" dre-'-^^φ,„(τ), (6.48) 
J—OD 

whence from (6.46) we obtain 
^ n ( ^ ) = Σ S,,S^^T,,T^, (6.49) 

kjmn (Xk + ( ^ w -
or in matrix notation: 

Ψ(ω) = ( Β - Μ ) - ΐ φ ( ω ) ( Β + /ωΙ)-ι+, (6.50) 
where (Β —5Ί)~^ is the transfer function. 

Thus we have relationships between the system parameters and the input and output 
noise phenomena. Generally, one wishes to find values of the system parameters by 
comparing input and output. Unfortunately, in our case, the nature of the noise 
sources due to heat transfer, etc., are not known and are likely to depend on the 
operating state of the reactor. 

Returning to the basic problem studied by Greef on the CEGB's Berkeley reactor 
we note that he made the following assumptions regarding the noise sources: 

1. The dominant noise source was due to heat transfer fluctuations caused by 
coolant turbulence. 

2. The noise sources are " w h i t e " over the frequency ranges of interest. 
3. The noise sources are uncorrelated. 
4. The Schottky formula can be used to estimate the components of Φ(ω). 

These assumptions typify the state of the art in power noise analysis and indicate a 
need for more fundamental studies on individual noise sources. 

rewrite (6.40) as ^̂  
^Ai{t) = Σ Sij,Tj,j I dsdF,(s)eh(^-^^ (6.41) 

k,j J-00 
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im 

then 
km (Λ;̂  + ζ ω ) ( Λ „ - ζ ω ) y 

(6.51) 

(6.52) 

Τη the particular example chosen, measurements were made of correlations between 
fuel-element can temperature and coolant temperature changes, viz. Ψ^^Γ^(ω). For 
this, the transfer function [(B+^I)-^]^^^^^ is given by the block diagram in Fig. 6.2. 

Tc-

Η 

I + S T c 

Κ 

Kmc 

Ρ m 

G„(S) 

F I G . 6.2. Block diagram of transfer function between coolant and fuel temperatures. 

In this figure GQ{S) is the zero-power transfer function, defined by 

The other symbols are 

\ P . l ßs 

H = rJC,V, = iKu, + K^,)-\ 

Pu = aAfßfNCuVJKuc, 

(6.53) 

(6.54) 

(6.55) 

(6.56) 

(6.57) 

(6.58) 

(6.59) 

In principle, therefore, by measurement of the p.s.d., we can by a least squares fitting 
procedure obtain the various time constants of the system. Figure 6.3 shows the noise 
spectrum for Γ„ (i.e. the can thermocouple output) whilst Fig. 6.4 shows the gain and 
phase spectra of the cross-p.s.d. of the coolant and fuel temperatures, i.e. Γ^Γ„. 

Comparison with experiment and theory is given in Table 6.1. 

On the basis of the above assumptions the cross-p.s.d.'s depend only on the transfer 
function of the system and some unknown constants representing the strength of the 
noise sources, viz. according to the above assumptions 1-3: 
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X 

ιό '-ί5±1σ 
ω I I I 

' ' "¿'01 
Frequency, Hz 

0-2 0 - 4 0-6 
Frequency, radians/sec 

F I G . 6 .3 . Power spectral density of the can F I G . 6 .4 . Gain and phase of the power spectral density of 
thermocouple temperature fluctuations. (From the cross-correlation function between coolant and fuel 

Greef, 1971. ) temperature fluctuations. (From Greef, 1971. ) 

T A B L E 6.1 

Expected value 
from other 
methods Expt. 

Fuel time constant Tu (sec) 11-3 5-22 
Moderator time constant rm (sec) 3 7 0 66-6 
Fuel feedback coefficient Pu - 0 - 3 8 - 0 - 3 0 
Moderator feedback coefficient Pm + 2-86 + 0 1 5 
Heat transfer factor Η 0 1 3 0 1 2 

The large discrepancies in and Pm are thought to be due to the limitations of the 
point model, which is unable to account for the spatial variation of temperature in the 
moderator and fuel. An improved model will be discussed in a later section. 

One of the main purposes of the noise investigation described above was to see 
whether the method would yield information which, hitherto, depended on the use of 
a pile oscillator. If such was the case then considerable economic advantages were to 

lO'r-
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be derived. To judge whether this objective has been achieved consider a typical 
experimental result, shown in Fig. 6.5, which compares the phase and gain of the 
transfer function between coolant temperature and the response of the gas outlet 

0 0 4 0 0 6 0 0 8 010 
Frequency , Radians/sec 

F I G . 6.5. Experimentally obtained gain and phase of the fuel-coolant temperature transfer 
function. The crosses are obtained from noise data and the circles from the rod oscillator 

technique. (From Greef, 1971.) 

thermocouple as measured by noise methods and by the pile oscillator. The noise data 
are not as accurate as those from the oscillator but it is clear that for many practical 
purposes the agreement is sufficiently close to make the noise method preferable when 
the economic penalties are considered as well. Undoubtedly, further work on this 
problem will yield more accurate results. 

6.5. Fluctuations due to multiple random inputs 
As a further example of the Langevin technique we mention the rather convenient 

formalism given by Seifritz (1970) for the point model with multiple random inputs. 
The basic neutronic equations are 

dN ^ .o . ( / ) -A , ^ , . ^ , e (6.60) 
dt 

dQ 

dt 

L Μ 
Α Ο Ι ( 0 = Σ α ( 0 + Σ 

Z = l m = lJ 
0 

gmir)[N(t-T)-iN)]dT, 

(6.61) 

(6.62) 
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^o(^) 
n(s) = 

l-{N}G,(s)ΣgΛs) 
m = l 

where n{s), S(s), Pi{s) and g^(s) are the Laplace transforms of n(t), S{t), Pi(t) and 
gm{t), respectively, and GQ(S) is the zero-power transfer function for a critical reactor, 
viz. . . η . 

' = ^ Λ + Σ - ^ . (6.64) 

The corresponding cross-correlation function for two random variables a(t) and ß(t) 
is, as we have seen in Chapter 3, given by 

Φαβ(τ) = <ocit)ß(t + T)} (6.65) 

or alternatively, by writing α and β (Rice, see Wax, 1954) as 

oc(t) = : ^ ¡ ^ αωβ'^^^φϋ) (6.66) 

1 and ß(t) = ^ αω6*·^*β{ϊω), (6.67) 

we can show easily that the power spectral density of Φαβ{τ), i.e. Φ^β{ω\ is given by 

Φ^β{ω) = φω)β{^1 (6.68) 

Therefore if we choose oi{s) = ß{s) = n{s), we can obtain directly the auto-p.s.d. for 
neutron density fluctuations, viz. 

= \Η(ίω)\^ί^{Νγ(^Σ^^ (6.69) 

where H(s) = ^'^^\r (6-70) 
l-(N}G,(s) Σ gm(s) 

m = l 

and we have assumed that there is no correlation between p^it) and S(t). Moreover, 
we could also write , . 

Φγ(ω) = \ρ,(ιω)\^ (6.71) 
which is the auto-p.s.d. of the input reactivity /, and 

^(ω) = ρ,(Ιω)ρ,(ιω)^ (6.72) 

the cross-p.s.d. of the input reactivities / and k. 

where Pj^{t) are driving reactivities due to various independent noise sources and the 
other terms are due to feedback effects, denoting the corresponding feedback 
kernel. S{t) is the noise equivalent source due to fission branching processes (see 
Appendix). 

The form in which the reactivity appears can always be obtained provided that the 
parameters causing feedback, e.g. temperature changes or voidage variations, are 
linearly related to the reactor power. We shall assume this to be the case. 

Let us now linearize these equations about the mean value {N) such that 
N{t) = (N}-\-n(t) and C¿(0 = <C¿> + c , ( / ) . Thus we find that n(t) is given by the 
following expression: / L \ 

AS(s) + (N}Σp^(s)] 
- j r ^ (6.63) 
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Φ«>,(ω) = η{ίω)ρΙ-ϊω) ^ Φ« '„ ( -ω) , (6.74) 

= Η{ίω)(Ν){Φ';(ω) + Σ Φ'^'ί^(ω)}, (6.75) 
i,k 

ίφ/ν 
which has a phase-lag term as well as a gain. 

6.6. Application to control-rod vibration 

As an example of the Seifritz technique we will describe a problem studied by 
Kosály and Williams (1971). These authors were concerned with the effect on the 
p.s.d. of the neutron noise of the inlet coolant temperature fluctuations and control-
rod vibration in the Oak Ridge Research Reactor (ORR). Experiments on this reactor 
by Stephenson et al. (1966) showed that interesting resonance phenomena were present 
for some coolant flow rates but not for others. An analytical study of this problem 
was given by Robinson (1967) and the present analysis makes use of some of his 
results for the temperature fluctuations; however, a rather different approach is used 
for dealing with the vibrations. Figure 6.6 shows the experimental power spectra 
obtained by Stephenson et al. (1966) for three different coolant flow rates. 

The relationship between the reactivity, ptot(0> given in eqn. (6.62) and the 
temperature fluctuations and control-rod vibrations can be written as 

Ptotit) = oCfATf(t) + oc,\T,(t)+p,(t), (6.76) 

where ATf and ATc are fuel and coolant temperature fluctuations and p^{t) is the 
reactivity fluctuation due to the vibration of a control rod. 

ATc and ATf are related to the power fluctuations η(τ) and the inlet coolant tem
perature fluctuations by appropriately spaced averaged heat transfer equations (Robin
son, 1967) and it is found that 

AT,(t) = drh,(T)AT,(t-r)+ dTg,{T)n{t-T) (6.77) 
JO Jo 

and ^Tf(t) = drh^ (r) Δ Γ , (Í - r) + drg^ (r) n{t - r ) , (6.78) 

where pi{t) = dThi(j)ATi{t — r) are driving reactivities. 
Jo 

The vibration is rather more difficult to deal with since it is essentially a local effect 
and therefore spatially dependent. We will describe a method for dealing accurately 
with local spatial perturbations in a later chapter, but for the present analysis it may 
be shown that for small, random amplitude vibrations, e{t), about the mean position, 
the value of p^{t) is given for most practical purposes by 

p,{t) = A,e(t), (6.79) 

Similarly, , v(v-\) 1 
Φ,(ω) = \3{ίω)\^ - i <iV> (6.73) 

is the p.s.d. of the fission fluctuations if they are assumed to be white (Cohn, 1960; 
Sheff", 1965) (see Appendix). 

It may also be of value to have the cross-p.s.d. between the neutron density n{t) and 
any one of the input reactivities pi{t). In that case we readily find that 

7-2 
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F I G . 6.6. Experimental noise power spectra for the ORR at different coolant flow rates. Reactor 
operating at 3-75 MW. (From Stephenson et al. (1966), ORNL-TM-1401.) 

AQ being a constant which involves the position and absorption cross-section of the 
rod. 

With these facts in mind, and following the general procedure described by Seifritz, 
we obtain for the neutron density p.s.d. the following expression: 

where 

Φ η Η = {ΝΥ\Η{ίω)\^\αΜί<^Ηο^,Η^{ί^^^^ (6.80) 

Η(ίω) = 
\-{N)Go{iω)[afg^{iώ)Λ•cc,g^{iω)] 

Φ,{ω) = <ΔΓ,(/ω)ΔΓ,Οω)*>, 

φ^(ω) = <φ·ω)6(/ω)*>. 

(6.81) 

(6.82) 

(6.83) 

gi{s) being the Laplace transform of g¿(r) and Φ, and the input p.s.d.'s of the noise 
sources of the coolant temperature and rod vibrations, respectively. We also assume 
that zero-power noise due to branching processes is negligible. 

Further, assuming white noise sources for the inlet coolant temperature, we can 

^^^^^ Φi{ω) = <(ΔΓ , )2> = mean square temperature fluctuation. (6.84) 

The calculation of Φ^(ω) presents more difficulty. It is well known that high velocity 
coolant, flowing through the reactor core, is a source of energy that can induce and 
sustain vibration in core components (Wambsganss, 1967). The most common cause 
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w w 

where Δ is the r.m.s. value of the transverse deflection of the rod averaged over its 
length, and and W are given by 

^ 0 = /o ( l + Vlf cos ( i tan- i %), (6.87) 

W = /o ( l s i n ( i t an - i%) . (6.88) 

If we now set = A^A^jn we have from eqns. (6.86) and (6.80) a functional form of 

of mechanical vibrations is due to the turbulence of the coolant flow resulting in 
random pressure fluctuations along the surface of a fuel element or control rod. In the 
case of normal operating conditions the situation is fairly straightforward. If one 
considers a bar of unite length situated in the axial direction (direction of flow) and 
attached to ñxed supports (see Burgreen et al, 1958 for variable support effects) 
experiments show (Burgreen et al, 1958) that while the velocity of the flow influences 
to a large extent the amplitude of the vibrations it does not aff̂ ect the frequency of 
motion, which is nearly equal to the natural frequency of the bar as measured in 
stationary water. Thus in practical cases it may be assumed that the vibration is 
initiated and sustained by turbulent pressure fluctuations but the rod itself responds to 
this forcing in its own fundamental bending mode. 

Whilst the situation described above is common to all reactors operating normally, 
from the point of view of diagnostics it is the unusual situation which is of interest— 
that is, the case of excess vibration due to some failure in the ñxing point or bearing 
of the component. In such cases quite complicated motion of the bar will ensue. We 
acknowledge this fact in our treatment of e{t) but argue that whilst the motion of a 
faulty component may diff'er from that of its normal counterpart, it can still be 
described by a dominant single frequency (e.g. the frequency of the bowing rod in the 
slight clearance caused by the defect) and a ñxed damping coefficient. Thus we use for 
the faulty rod the same functional form of Φ^(ω) and expect the fault to manifest 
itself in the values of the different parameters in the expression as the coolant velocity 
increases. Thus, whilst in the normal case, the amplitude of Φ^{ώ) would be expected 
to change with increasing coolant velocity, in the defective case we would expect the 
fundamental frequency and the damping to change as well. Clearly this is an over-
simpliñcation but it is the spirit of the point model philosophy. 

In the theory of random vibrations, as we shall see in Chapter 9, the form of 
Φ^.(ω) for a clamped rod is given by {ω = Inf) (Robson, 1963): 

where /o is the dominant resonant frequency and % the damping coefficient. Both /o 
and 7/o depend on the properties of the rod and the surrounding medium. 

A(f) denotes the influence of turbulent forcing which can be calculated with some 
degree of precision for a flxed-ended rod (Reavis, 1969); however, for the faulty case 
no such calculation is available. In view of the uncertainty in A(f) we shall assume 
that it is white and further assuming that TJQ <ξ 1, we can then rewrite Φ^(ω) approxi
mately as 

I yy yy I 

(6.86) 
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F I G . 6.7. Comparison of the experimental power spectra with the theoretical results. The solid 
lines show the best fit, according to least squares, of the theoretical expression. (From Kosály 

and Williams (1971), Atomkernenergie, 18, 203.) 

T A B L E 6.2 

Coolant 
flow rate, Fo «(ΔΓ,)2»^ A, W 

U.S. gal/min Hz o p sec-^ Hz 

4500 7 0 0012 3-6 xlO-i* 0-6 
9000 11-8 0021 2-84x10-13 3-5 

18,500 — 0043 — — 

the p.s.d. containing parameters {(ΔΓ,)^), A^, FQ and W which may be calculated by 
comparison with experiment. 

Rather than compute that part of the p.s.d. due to inlet temperature fluctuations 
anew, we use the values of \ocfh2(i(o) + achι(iω)\^ and \Η(ιω)\^ as calculated by Robin
son (1967). Making use of the phenomenological fact that the transfer function 
associated with temperature fluctuations vanishes at the peak of Φν(ω) and that 
\Η(ιω)\^ is virtually constant in this region we can obtain FQ and W directly from the 
experimental curve (FQ = 7 H z , W = 0-6 Hz) and then using these values in eqn. 
(6.80) fit the analytical curves by least squares to the experimental results and obtain 
((ATif) and A^. The results of these calculations for three different coolant flow rates 
are shown in Table 6.2. In Fig. 6.7, we give the results for the two lower flow rates 
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(where Ρ = μνΣ,Ν is the power from fission, /* = 3-2 χ 1 0 " " Watt sec/fission), 

Cc^ = K(T, - n ) - C, n . (6 .92) 

only since at the highest rate the method of least squares has not given even a reason
able fit. The authors suspect the cause of this to arise from the two experimental 
points at high frequencies which may be erroneous. 

Inspection of Table 6.2 shows that both the characteristic frequency and the 
amplitude of the vibration increases with increasing now velocity. The quantity 
increases with velocity too, showing that the mean amplitude of the vibrations 
increases, as was to be expected. 

The increase of the r.m.s. inlet temperature fluctuation with flow velocity is roughly 
linear. It is characteristic of the sensitivity of noise measurements that such extremely 
small temperature fluctuations can be detected in the noise spectrum. 

Finally, we note the "interference" or overlapping of the mechanical vibration and 
coolant inlet temperature eff'ects as shown by the two graphs in the figure. It should 
also be pointed out that when the faulty control-rod bearing, which was responsible 
for the anomalous rod vibration, was replaced, the mechanical resonance disappeared 
entirely. Thus noise measurements are clearly useful for detecting mechanical faults. 
However, before they can be of direct practical value it must be shown that they can 
predict incipient trouble and define its location so that appropriate action may be 
taken in time. For this to be done effectively, a detailed space-dependent noise theory 
must be formulated. Nevertheless, even without this sophistication, a number of 
useful pieces of information have been obtained from point model theories. 

It should be added in connection with that part of the calculation concerned with 
temperature fluctuations that Kosály and Mesko (1972) have studied the spatial 
behaviour of the coolant flow along the reactor axis and have shown that the associated 
p.s.d. has sinks at frequencies given approximately by = Innjr, where τ is the 
transit time of the coolant through the core. This behaviour is in contrast to the results 
of Boardman (1964) who mistakenly predicted resonances in this p.s.d. Thus the 
resonance-like structure actually seen in experimental curves of the p.s.d. on the O R R 
are actually sink eff'ects and not as previously supposed due to resonances. 

6.7. Application to model of power reactor system with random fluctuations in 
the coolant flow velocity 

Seifritz (1970) in his original paper on multiple random inputs considered, as an 
example, the problem of a point model reactor system with forced cooling which is 
perturbed by irregularities in the coolant flow rate. 

The basic equations considered were as follows: 

f = ^ ^ + | A , Q + 5 , ( 6 . 8 9 ) 

^ • = - A . C , + § i V , ( 6 . 9 0 ) 

Cf^ = P-K(Tf-T,) ( 6 . 9 1 ) 
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The meaning of many of the parameters in these equations is obvious from physical 
considerations, with Tf the temperature of the fuel and T^ that of the coolant. Η is the 
core height and V is the coolant velocity, thus HjV is the coolant transit time r and 
is an approximation used to represent the space dependence of the flow in a point 
model scheme. 

The zero-energy noise term can generally be neglected for sufficiently high power 
but for more generaHty we shall retain it. The feedback reactivity is taken to be of the 

Pioi =Po-^oCfTf + a, T,, (6.93) 

where PQ is a static reactivity of the control system which is used to adjust the reactor 
to criticaHty at various power levels. If now a small random fluctuation v{t) is allowed 
in the coolant velocity such that 

V(t)= V, + v(t), (6.94) 

where VQ is the mean value, then this will cause a corresponding fluctuation in the 
heat-transfer coefficient through the dimensionless semi-empirical equations used to 
represent these factors in various channel configurations (El-Wakil, 1971). 

For an ordinary cooling medium such as water in the turbulent-flow region 
(Re > 2000) the relationship for heat transfer is 

Nu = 0023 (Re)o-8(Pr)o-*, (6.95) 

where N u = KjF, Khcing the integral heat-transfer coefficient and Fthc total cooling 
surface. Re = DVpIv (D = effective diameter of coolant channel, ρ = coolant den
sity, V = viscosity), Pr = CvjX (C = specific heat of coolant, λ = thermal conduc
tivity). 

For small variations in AT and Κ we find that if K{t) = KQ-{-k(t) then the fluctuation, 
k, in the heat-transfer coefficient will be related to the fluctuation v{t) by 

ψ.Ο^φ. (6.96) 

A similar relationship holds for liquid-metal coolants but with a different numerical 
coefficient. We can therefore write quite generally that 

ψ^Αψ. (6.97) 

Inserting these fluctuations into the eqns. (6.89)-(6.92) and writing Ν = NQ-^-U, 
Q = do + Ci, Ρ = Po+p, Tf = TfQ+Yf, T, = Tco+rc, we can Hnearize and use 
the steady-state equations ^ 

0 = - ^ ^ o + Σ Α , α · , , (6.98) 

0 = - A , C , , + ^ A ^ o , (6.99) 

0 = P o - ^ o ( ^ / o - n o ) , (6.100) 

0 = KoiTfo-T,o)-C,TjT, (6.101) 
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with To = HJVQ. The reactor is then made critical by adjusting such that 

Ρο+^/Τ^/ο + α , ^ ο = 0. (6.102) 

Laplace transformation of the equations for n, y, Q , etc., leads to an expression for 
η{ΐω) and hence via eqn. (6.68) to the p.s.d. for the system which we may write as 
follows: 
^ « n H = e?^φ + é'^-q•^D\H{iω)\'^ μ μ 

0{ίω)[0,{Ιω)Λ-Α{0,{Ιω)-0^{ίω))] ^ 
ν(1ω) 

, (6.103) 

where D = v(v- 1)/(P)^ and we have " fo lded" into this result the detector character
istics, namely its efficiency and the ion chamber output current fluctuations i(t) 
= eqn{t)lVA, where 5̂  is the average charge per detected neutron. Finally, the fi£St term 
on the right-hand side is due to uncorrelated detections in the ion chamber, being 
the mean square charge per detected neutron. 

The various transfer functions G, H, etc., are defined as follows: 

G(s) = 

Geis) = 

Gf(s) = 

H(s) = 

l-GAs)G,(sy = ^ c C O ( a . + a ,G, ( . ) ) , 

Gf(s)(af-\-oc,G,(s)), 

GM 

\-^G{S)GMGQ{S) 

where GQ{S) is the zero-power transfer function of eqn. (6.53) and \ν{ίω)Υ' is the p.s.d. 
of the coolant flow fluctuations. This rather complicated feedback circuit can best be 
understood by a block diagram for which we refer the reader to Seifritz (1970). Some 
limiting results and general statements may be made about the p.s.d. without actually 
applying it to a specific system. Firstly, we note that the noise consists of three distinct 
terms. The first is due to the uncorrelated shot noise in the detector. The second arises 
from the branching process due to fission as can be seen from the presence of the 
factor D. The third term is the most important from the point of view of power 
reactor studies since it arises from the core transit time dynamics, dominated by the 
transfer function Gc{s\ and due to fluctuations in heat transfer associated with the 
term involving the factor A. By comparison of this term with the general expression 
of eqn. (7.69), we note that the p.s.d. of the effective driving reactivity takes the form 

ν{1ω) 
(6.104) 

which depends upon the core transit time of the coolant and heat-transfer fluctuations. 
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where Φ^(ω) = \ν(ιω)\ηνΐ 

Again this can be explained physically in the sense that the response of the tempera
tures Tf and Tc to fluctuations in the heat-transfer coefficient are so slow that the 
resulting noise spectrum is white over the frequency range of interest. 

From a practical point of view, it is clear that the measured p.s.d. will be sensitive 
to the values of the time constants of the fuel and coolant and this would have to be 
noted if the method was to be employed to study any anomalous behaviour in Φ^(ω). 
On the other hand, it is likely that, in normal operating conditions, (ω) would be white 
over a wide frequency range and thereby enable Tf and to be extracted. Experiments 
to test the validity of this and similar models would be invaluable, f 

6.8. Noise in boiling-water reactors 

When boiling-water reactors are operated at high-power levels, the power output 
record exhibits, superimposed on the normal noise, oscillatory wave packets. These 
are power oscillations of a distinct frequency whose amplitude exceeds the root mean 
square value of the normal reactor noise. Figures 6.8 and 6.9 show such a record and 
other examples may be found in Forbes et ai (1956), Maxon et al, (1959), Thie (1959, 
1963). In the experiments described in the above-quoted references a number of qualita
tive observations have been made on the behaviour of these oscillatory wave packets; 
some typical ñndiñgs are: (a) the occurrence of the wave packets is spontaneous and 
random and occur usually at high power and low pressure; (b) for a ñxed power level, 
the amplitude of the wave packets is random; (c) the average amplitude of the packets 
and the oscillation frequency increase with reactor power; (d) the waveform of the 
packets is sinusoidal when their amplitude is small compared with average power 
fluctuations, but becomes non-sinusoidal for large amplitudes: however, the wave
form of the oscillations in the corresponding excess reactivity remains sinusoidal 
regardless of amplitude, which indicates that the non-sinusoidal effects are caused by 
non-linearities in the reactor kinetics equations rather than in the mechanism causing 
the feedback effect. One of the irritations of these spontaneous, large amplitude 
fluctuations is that they cause the reactor to scram when it is being operated at steady 
power, simply because the occasional packet exceeds some preset trip level. The 

t The above examples, based on the Langevin equation, have recently been shown by Saito (1974) 
to be special cases of non-equilibrium statistical mechanics. For a further discussion see Appendix. 

Thus to investigate the frequency range in which fluctuations of the coolant flow are 
hkely to become important we can consider, following Seifritz, the cases 

(1) ω > r - i and r / i , (2) ω <̂  r'^ and r / i . 

In case (1), the driving reactivity becomes negligible and we are left with the zero 
power transfer function as represented by the ñrst two terms on the right-hand side of 
eqn. (6.103) with H{s) replaced by GQ{S). This is not an unexpected result since the 
assumption implies very rapid attenuation of the driving mechanism at low frequency. 

In case (2), the limit of eqn. (6.104) for ωτ^ <^ 1 and ωτf 4 1 can be written 

' ' ' ^ ^ l ' iW [^o + ^f[l+A 7 ; ) ] ' ( 6 . 1 0 5 ) 
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F I G . 6.8. Reactor power fluctuations in BORAX II at 150 p.s.i.g. (From ANL-7533, 
ANL-5849, ANL-6135.) 

F I G . 6.9. Transition with small oscillatory tendency to violent power oscillations in BORAX II 
with 72 fuel elements and 4 % reactivity in voids. (From ANL-5849.) 

general behaviour of the reactor prior to such a trip indicates that it is operating in a 
stable state so that, providing the random bursts are not of too long a duration, the 
scram would have been unnecessary. 

Some of the above observations can be explained by regarding the reactor as a 
narrow band pass filter with a constant damping factor which is excited by a random 
input: this can account for the occurrence of the oscillatory wave trains and the 
amplitude distribution. The associated theory is given by Rice (Wax, 1954), who shows 
that the expected number of maxima of the envelopes of these fluctuations per unit 
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= 

t β should not be confused with delayed neutron fraction. It is used to conform with Akcasu's 
notation. 

time is given hy = 318 f^ß, where/o is the midband frequency and β is the damping 
coefficient. This model fails, however, to account for the spontaneous occurrence of 
the large oscillatory packets. In the normal course of events the probability, based 
upon the Rice formalism (see Section 3.11), that the envelope maximum will exceed the 
r.m.s. value is very small (e.g. 0-2 % probabiHty to exceed four times the r.m.s. value). 

A method of understanding, if not completely solving, this anomalous behaviour 
has been given by Akcasu (1961). He notes that in the conventional stability analysis 
the effect of random variations in the basic system parameters is generally neglected, 
thus the damping factor will be a deterministic function fixed by average values. 
However, in practice, owing to mechanical disturbances this may not be a valid 
assumption. This will be particularly true of boiling-water reactors where we could 
expect fluctuations in the damping factor to arise from three main sources: (1) random 
perturbations in the flux shape and importance function caused by irregularities in the 
void distribution across the core; (2) fluctuations in the steam-production rate due to 
random variations in the coolant velocity and its enthalpy; (3) random movements in 
the position of the boihng boundary. 

Now the precise way in which these processes affect the reactivity is extremely 
difficult to assess. Quite clearly a spatially dependent model should be used and, 
indeed, we shall discuss such a technique in Chapter 8; however, even in the point 
model approximation it is possible to write down a feasible mechanism of feedback. 
Thie (ANL 6135), in a general study of boiling-water reactor safety, has proposed 
that the reactivity p(t) be described by the following second-order differential equation: 

l-p{t)+2ß{t)^pit)+p{t) = Z(t), (6.106) 

where is a characteristic frequency, Z(t) is Gaussian white noise with zero mean 
and ß(t) is Gaussian noise (not necessarily white) with mean value ß.f The narrow 
band pass filter model discussed above is described by this equation with constant β. 
In fact, we then have a special case of Seifritz's equation (6.62) with one feedback loop. 
For a white noise ß(t) we may also compare eqn. (6.106) directly with eqn. (5.143). 
Setting ß(t) = ßo+^ß, we note that the equation for the average value of p(t) has an 
effective damping factor equal to ßo-(r^ where {Aß(t^Aß{t2)) = 2a^8{t^-t^. The 
parametric excitation therefore has a destabilizing effect which is not predicted by the 
average value calculations of normal reactor kinetics. 

Akcasu solves (6.106), without making the assumption of white noise, by a modified 
WKB method. His main results can be summarized as follows: for the mean value of 
p{t) to be stable as / -> oo, i.e. {p(oo)) -> 0, we must have ß^ > R(cc). Similarly, for 
the system to be stable in the mean square, i.e. </>^(oo)> ->0 , it is necessary that 
ŷ o > 2R(oo% where R(t) is defined by 

R(t) = ω,j'^^l-^^φ(τ)dτ (6.107) 

^ ( / ) ^ | ^ ^ # , (6.108) 
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where φ{τ) = ((β(0-βο)(β(ί+τ)-β,)) (6.109) 
and W(f) is its p.s.d. 

In general we can show that regardless of the shape of W(f), R{co) = where 
Wo is the value of W(f) at / = 0. 

We see, therefore, that even if the mean value of {p} is zero, the mean square can 
be increasing with time and lead to the observed increases in the mean square power 
level. To test the validity of the model, either the statistical content of the experi
mentally observed wave packets would have to be analysed or a simulation using an 
analogue computer could be employed. Owing to a lack of sufficiently accurate experi
mental data, Akcasu adopted the analogue method. He took the reactor kinetics 
eqns. (6.60), (6.61) and inserted the solution of eqn. (6.106) for p(t) into them. The 
threshold for mean square instability was calculated to be = (2i?(oo))i = 00225 
for the particular noise source used. 

The simulation was performed for = 0, i.e. no parametric excitation, and the 
number of expected maxima of the wave packets in the power was shown 
to correspond to that for the simple filter. For = 0015 the wave packets in
creased in intensity and the number of maxima per unit time was closer to the value 
^ = 3-18/o[/?o-^-y?]; however, there were no violent oscillations observed. For 
σβ = 0 0 3 , i.e. in excess of the mean square stability threshold, violent oscillations 
began after 234 sec in one particular run. In other runs, with the same σ^, violent oscilla
tions occurred as soon as 36 sec. The analogue computer study seems, therefore, to 
confirm the effect of parametric excitation as the cause of the spontaneous bursts. 

A more realistic study using the analogue computer was performed on the equations 
of a complete reactor system which simulated EBWR at 60 M W and 41 atmospheres 
using a feedback model due to De Shong (1958). The gain was adjusted so that in the 
absence of noise the system became unstable at 64 ΜW. The driving noise Z(t) was 
then injected at the steam generation point, since variations in this quantity do not 
affect the damping factor. The parametric noise ß(t) was superimposed on the power 
reactivity coefficient. At 60 M W the value of was 0014 (fo = 1-86 Hz) ; the r.m.s. 
value of the damping noise to cause instability in the mean square was calculated to 
be σβ = 0024. The simulation showed that a fluctuation of 12 % in the power reactivity 
coefficient was sufficient to cause instability at 60 M W : this value was confirmed by 
the associated theory. 

More detailed studies of parametric excitation and methods of solving the associated 
point model equations may be found in Williams (1971). 

6.9. Additional applications 

The examples and techniques discussed in this chapter are far from exhaustive and 
it is worth noting that the procedure of deliberately introducing power fluctuations by 
perturbing the reactivity in a prescribed manner has been employed in the U.S. nuclear 
rocket testing programme for the KIWI and NERVA reactor systems. In that case 
the coolant flow rate is perturbed in a known fashion, i.e. the Φ^(ω) of eqn. (6.105) is 
known and the response of the system to this random input compared with the 
theoretical model. 

Another problem, which is of the utmost practical importance in fuel-element 
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= Six-xo) Tj^{F,{t)Nf(t)}+FÁt)NÁt) (6.111) 

design and reactor safety, is the prediction of nucleate boiling. Examination of the 
p.s.d. in the Saxton boiling-water reactor by Rajagopal (1964) shows a well-defined 
resonance which by varying the operating conditions can, with some confidence, be 
related to nucleate boiling. The peak resonance frequency in this case occurs at around 
a frequency of 16 Hz and presumably can be correlated with the frequency of forma
tion and collapse of vapour bubbles on the surface of the fuel elements. A detailed 
statistical study of this problem would involve a time- and space-dependent study of 
the nature of steam formation near heated surfaces; this is a difficult problem but 
clearly worth while in view of the power of the associated experimental method. 

We can also mention one potentially important application of zero-power noise 
theory for estimating parameters of interest in power reactor operation. 

It is known that β, the delayed neutron fraction, is different for U^^^ and Pu^^^. Thus 
by measuring the break frequency /?/A of a reactor at various stages in its irradiation 
history it will be possible to estimate the ratio of U^^^ to Pu^^^ atoms. Thus an estimate 
of the burn-up can be obtained without the need to unload the core and perform a 
chemical analysis. The accuracy of this technique is not yet sufficient for an economic 
analysis (ratio accurate to about ± 0005) but it is a useful indicator of the remaining 
fuel lifetime. 

Finally, we note that the employment of stochastic processes in reactor technology 
lies in the interpretation of properties not only of the system itself, but also of the power 
plant. An important example of this has been given by Kiguchi et al. (1973) who have 
studied the stochastic fluctuation in a uranium-enriching cascade using the centrifuge 
process. The problem is concerned with obtaining engineering tolerances of centrifuge 
parameters and stage controllers. In order to do this it is necessary to calculate the 
plant performance via the usual cascade equations. Now in general such a study will 
yield average plant parameters but makes no allowance for random fluctuations which 
could well affect plant performance. The processes of interest that may be expected to 
exhibit some random behaviour are the cut and separation factor of each stage. It was 
the purpose of the stochastic approach to assess the effect of these random variations 
on the time behaviour of the flow rate and enrichment. 

By assuming that the total uranium flow rate through stage /, Fi{t), and the U^^^ 
flow rate, Gi{t\ are random variables governed by rate equations coupling the various 
stages, a probability balance equation may be set up with the driving noise sources 
being the cut <9¿(í) and the separation factor 7¿(0 [ = H-2e¿(í)]. By allowing the 
discontinuous equations for the coupled stages to go to the continuous limit, it is 
found that the following stochastic differential equations arise: 

(6.110) 

+ 4 ^ {Gix,t)e(x,t)e{x,t){\-e{x,m 
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C H A P T E R 7 

The Spatial Variation of Reactor 
Noise 

7.1. Introduction 

In our work thus far we have either neglected, or averaged out, the effect of spatial 
variations in the noise sources and their subsequent influence on the p.s.d. and related 
statistical measures. We did, however, at one point, viz. eqn. (4.25), admit the possi
bility of spatial considerations by writing down the basic transport equation for the 
generating function for zero-power reactor noise. We shall consider this equation in 
more detail below to investigate the corrections that must be made to account for 
velocity and spatial effects: these are straightforward if somewhat tedious. 

It is in the study of power reactors that the space- and energy-dependent problem 
causes some difficulty. For example, we have already seen in Chapter 6 that power 
noise sources are difficult to assign and define even in a point-wise fashion. These 
problems assume much larger proportions when we also have to describe the spatial 
variation of the power noise sources. The probability balance method is undoubtedly 
not suitable for such a study and we are left with the Langevin technique, which at 
least enables the effect of noise sources to be assessed, even if it leaves open the 
question of their magnitude. The problem can best be fully appreciated if we consider 
a power reactor described by the simplest possible one-speed neutronics equations, viz. 

Υ_ΦΜ = V,D(r,t)Vφ(r,t)-Σ,{r,t)φ(τ,t) 

+ (1 -β)νΣ^(τ, t) φ{τ, O + Σ A, Q ( r , t), (7.1) 

^ Q ( r , 0 
dt = -λ,Q(τ,t)+ß,VΣf(τ,t)φir,t), (7.2) 

Coupled to these equations are the heat-transfer and fluid flow equations. Now the 
cross-sections in the above equations have deliberately been made functions of space 
and time to emphasize their dependence, not only on the heterogeneous structure of 
the power reactor, but also on the time dependence of the mechanical properties. Two 
particular situations are examples of such a state, (1) boiling in the moderator of the 
b.w.r., (2) vibration of reactor components. In boiling, the moderator number density 
Nm(T,t) is a random function of position and time described by the probability law 
which governs the statistical problem of bubble formation and collapse. Very httle 
work has been performed on such laws which will depend on the nature of the heated 
surface, the operational pressure, geometrical considerations and a number of other 

8 113 W R P 
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7.2. The generating function equation for zero-power noise 

As we have mentioned in the introduction, there exists a complete formalism for 
studying the detailed space, time and velocity dependence of the neutron statistics in 
zero-power systems (Pal, 1958, 1964; Bell, 1965). Other authors have also provided 
equivalent but less convenient formalisms (Osborne and Natelson, 1965; Matthes, 
1966). An approach using the Langevin technique has been developed by Sheff* and 
Albrecht (1966) but their method can only predict mean values and covariance 
functions. Moreover, whilst the method is sufficiently accurate for the understanding 
of space-dependent noise it does not deal with energy dependence and also, because 
of the use of the Schottky formula (Cohn, 1960; Davenport and Root, 1958), it is 
unable to calculate the noise-equivalent source exactly although the error involved is 
generally very small. In justification of their use of the Langevin technique for zero-
power systems, Sheff" and Albrecht suggested that the methods due to Pal and Bell are 
too complex for analytical study. In fact, as we shall see, this is not necessarily the 
case and these basic techniques form the cornerstone from which all zero-power noise 
studies should start. 

We shall not go into the full derivation of the probability balance equation derived 
by Pal and Bell for (r t R t- Wyñ (1 

which is the probability that given one neutron at position r with velocity ν at time t, 
there will result N-^ neutrons in region Ri of phase time space at ti, N2 neutrons in R^ 

factors of a thermodynamic nature. Vibrational effects involve mass motion of parts 
of the core and will generally be excited by the turbulent pressure fluctuations of the 
rapidly moving coolant. Thus, in principle, a knowledge of the turbulent noise is 
required followed by a calculation of its eS"ect on the structure in question. In turn, 
each eflect, and others not considered, are linked to reactor power, thereby completing 
the feedback loop and closing the system. 

We can note, therefore, that in this very elementary case we would be faced with the 
solution of a set of non-linear partial differential equations with random parametric 
excitation. In turn the statistical properties of the parameters mentioned are unknown 
or difficult to calculate. In principle, however, it should be possible to obtain statistical 
information about 0 ( r , t) if we know the driving forces or, alternatively, measurements 
of the statistics of φ{ι,t) could help us to understand the statistics of bubble formation 
and component vibration. 

When faced with such a problem, the engineer will attempt to reduce its complexity 
by a series of rational approximations to a problem that he can solve and it is this 
practical approach that will be exploited below. In fact we have already studied one 
method of approach, namely the point model approximation, and have seen that, 
used properly, it can be a very powerful means of obtaining quantitative information 
about the system. Nevertheless, there are cases where a spatial description is unavoid
able. Two methods have been adopted for this. The first is based upon homogenization 
of the core; the second is rather moie sophisticated and takes into account the detailed 
spatial distribution of the fuel elements and other noise sources; it will be discussed in 
the following chapter. 
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at time t2, etc. The construction of the equation for this quantity follows the same 
basic ideas as in point model probability balance problems with the exception that 
additional terms accounting for the time delay for neutrons of a particular velocity to 
travel from one point to another are included. Having obtained the balance equation 
for P,v,jv^,... ( . . . ) , it is then converted to an equation for the generating function 

C ? ( Z i , Z 2 , . . . | r , v , 0 = Σ Σ . . . Z f ^ Z f ^ . . . P ^ ^ ^ ^ . . . ( . . . ) (7.4) 

from which any desired averages can be obtained by differentiation. For example, 

BG 
{N{R,tf\T,y,t)} = (7.5) 

is the average number of neutrons in R at time tf due to one neutron in (r,v) at time t. 
Similarly, we have 

(N{R^,t^\r,y,t)N(R2,t2\r,\,t)} = 
| Z I = ZO = . . . = i 

dG 

dZ^ 

(7.6) 

which is the cross-correlation function for neutrons in R^ at t^ and R2 at tz, given an 
initial neutron in (r,v) at t. Sr^r^ is zero when the regions Ri and R2 do not overlap 
and unity when they are identical, in which case (N1N2} = <A^̂ >. 

It is important to note in this formalism that {N} is not the conventional 
neutron density as described by the Boltzmann equation. In fact, if we define 
n(r,v,i - > R O , V O , I O ) the Green's function of the Boltzmann equation, it is related 
to <Λ̂ > as follows: 

<Af(Ä ,io |r ,v,0> = É ? V o n ( r , v , í ^ Γ ο , ν ο , Ό ) · (7.7) 
J · 

(ΓΟ, V O ) E 7 Í 

In a similar fashion one defines the doublet density η2{τ,\,ί - > Γ Ι , Υ Ι , ^ Ι ; Τ2,^2^2) as 

( R I , V I ) e i ? I ( Γ 2 , Ν 2 ) 6 7?2 

¿/Vg ^ 2 (r, ν , í - > Γ ι , V i , ; Fa, Vg, i g ) . 

(7.8) 

We may calculate higher moments if necessary and they lead to a hierarchy of 
transport equations which may be solved recursively, the solution of one providing the 
source for the next. In practice, however, we are interested in the covariance (N1N2)-
(TViXA^a) which we may obtain readily from the first and second moments defined 
above. 

Before considering any specific problems, let us recast the equation for the generat
ing function into a form which Bell has shown is more convenient for practical appli
cation. Indeed, we have already done this for the one-speed approximation, eqn. 
(4.256), in Section 4.4. A new generating function ^ = l — G is defined and the 
equation is written as 

3=2 y! 

dy'x{y't,t)nz^,Z„...\T,y,t) 
- I i 

(7.9) 

8 - 2 
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where v(y-\)., ,{v-j^\) = Σ <v-\).. ,{y-j-\)PAr,yj\ (7.10) 

Pp(...) being the probability that a fission at ( r , 0 induced by a neutron of velocity ν 
will emit ν neutrons. 

L+ is the Boltzmann equation adjoint operator defined by 

L+( r ,v , 0^( r ,v , 0 = - ^ ^ - ν . ν + νΣ (Γ , ν , 0 

-vj αγ'{Σ(γ-^V;r,t) + p^T,yj)x(y\T,t)}g(T,y\t), (7.11) 

where E ( v - > v ' ; r , i ) is the differential scattering cross-section at r and t, and 
x(y,T,t) is the fission spectrum (Wilhams, 1971). The cross-sections are made functions 
of space and time for generality and not because they themselves are random functions. 

Finally, when a non-fission, Poisson source of strength 5 ( r , v , 0 is present in the 
medium, the new value of the generating function, which we denote by G ( Z i , Z 2 , . . . |S), 
is related to ^ as follows (Bell, 1965): 

G ( Z i , Z 2 , . . . |5 ) = exp ( - ¡dr ¡dy Γ '^ dt^iZ^Z^,... | r , v , 0 ^ ( r , ν , / ) , (7.12) 
I J J J — CO 

where t^ < t^ < — 
We have omitted the effects of delayed neutrons in the above equations for nota-

tional simplicity. The additional terms are given by Bell and by Pal. With this proviso, 
however, we can state that subject to the appropriate boundary conditions most zero-
power noise problems can be solved via these equations. One of these, the extinction 
problem, has already been solved (see Chapter 4). 

7.3. The diffusion approximation to the generating function equation 

As in most reactor theory problems, it is useful to reduce the transport equation to 
diffusion theory. We can show that under the usual limitations (Weinberg and Wigner, 
1958), eqn. (7.9) reduces to 

J-^-vV.D{x,y)%^v^{r,v)%-v^dv'{^,{v^^ 

y = 2 J 
dv'x(v\r)%{.,.v') 

(7.13) 

where (ν -> v'; r, 0 = {υ -^v\ r) and χ(ν, r, 0 = ¿ 2 X^^^ ^) 4πν^ 

and we have assumed that cross-sections are not time-dependent and the obvious 
dependent variables have been suppressed to ease the notation. In this equation the 
new generating function % is related to ^ as follows: 

^^(Zi ,Z2, . . . | r , v , 0 = ^ d£l^(Z^,Z,,.. . | r , v , 0 , (7.14) 

where \ = vSl, 
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Similarly, if the source is isotropic and written as 

1 

we have for 

S{r,y,t) = ^,S{x,v,t) 

ti 
di dy 

(7.15) 

Λ 5 ( Γ , ι ; , 0 ^ ΐ ) ( Ζ ι , Ζ 2 , . . . | r , r , 0 } · (7.16) 

If account of the velocity must be made then multigroup methods would have to be 
employed to solve the resulting moment equations for <Λ )̂ and {N^N^). A two-group 
calculation of this nature has been made by Natelson et al. (1966) using their equiva
lent formalism. Comparison with experiment indicates that in some practical situations 
space- and energy-dependent effects are very important. 

A rather convenient reduction of the energy-dependent diffusion equation given 
above has been made by Williams (1967), who uses the idea of a slowing-down kernel 
(Weinberg and Wigner, 1958; Ferziger and Zweifel, 1966). In this way the complica
tions arising from slowing down and diffusion are replaced by an auxiliary problem 
for Κ{ϊ ->r\t' -> t)drdt, which is the probability that a fast neutron born at time t' 
at r ' will become thermal in dt about r in the time interval (t,t-\-dt). The resulting 
calculation is then concerned only with the thermal neutrons which in practice are 
those most involved in noise measurements. The drawback of the method is that it 
prevents any knowledge of energy correlations from being obtained: however, this is 
generally not an important restriction since experiments involving energy correlations 
can be dealt with in another way as we shall see later. 

Assuming, therefore, that the slowing-down kernel technique is applicable we note 
that by analogy with conventional methods (Ferziger and Zweifel, 1966) we neglect 
the scattering terms and replace the fission source term 

by dt' dx'vi:f{t')K{x' - > r ; t' ->t)N{x\t') 

(7.17) 

(7.18) 

(Krieger and Zweifel, 1959), where TV refers to thermal neutrons only and v^f is the 
thermally averaged fission reaction rate. 

Now in eqn. (7.13) for the generating function we note that the adjoint of 
(7.17) divided by v^f{v) appears, hence we replace it by the adjoint of (7.18) divided 
by vl^f, viz. 

dt' dx'K(x ^x';t -^t')N+(x',t'). (7.19) 

The new equation for the generating function for thermal neutrons may now be 
written 

T+Wj,(Z„Z„ . . . | r , 0 = - Σ V{V-1)...(V-J+1)VL;^) 
J = 2 J-

X j ^ " dt'j dr'K{r ^ r ' ; ί ^ O ^ D C Z I . Z ^ , . ..\r',t') \ 

(7.20) 
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where 

r+g(r , i ) 

_ ^ ^ _ V . 2 ) V + rE„(r) g ( r , 0 - v f 2 / ( r ) J ^ " i / / ' J di'Kix^x'; t-^t')g(j',t'). 

(7.21) 

We can interpret GD = \ — as the generating function of the distribution 
^ i V i A ' 2 - · -(^iJ^ii ^2; . . . | r , 0 5 which is the probability that TVj thermal neutrons are 
in i?i at Λ̂ 2 in i?2 at ig, etc., on the condition that there was one thermal neutron 
at Γ at time t, 

The corresponding source generating function Gj) is related to as follows: 

G , , (Z i ,Z2 , . . . | S ) = exp dtST(T\t)^n{Zi,Z,,..yM (7.22) 

where ST(T,t) = f dt' ¡dT'SF(r\t')Ks{T' - > r ; f ->t) (7.23) 
J— 00 J 

is the thermal source arising from the fast source SF,Ks{...) being the slowing-down 
kernel for source neutrons. 

7.4. The covariance function 

With our general formalism we can now calculate the space-dependent correlation 
function or, as we shall call it, the covariance function. 

To obtain the mean value we use eqn. (7.5) and find 

THN(R,,t,\T,t)} = 0 (7.24) 

subject to the final condition 

<7V(i?i,íi |r,íi)> = 1 f o r r e i ? ! 

= 0 for Γ ^ i?2. 
Similarly, 

T+{N(R,Mr,t)N(R„t,\T,t)} 

= ν{ν-1)νΣ^{τ) dt' dx'K{t ^T';t-^ t')(N(R,,t,\T\t')} 

dt' dr'K(r -^r'; tt')(N{R,J,\r',t')y (7.25) 

The final conditions we discuss below. 
The solution of eqn. (7.24) may be written in more familiar notation as 

(NiR^, ii |r,i)> = droG(r, t ^ r«,/j), 
•/roe!?! 

G being the Green's function of the operator Γ+ (and not to be confused with the 
generating function). 
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Similarly, we may write the solution of eqn. (7.25) as 

t,\t,t)N(R„ t,\T,/)> = I iN(R„t,\t', t,))G(T, t -> I', t,)dx' 

+ 
0 
dt' 

0 
dt" 

ί/ΓοG{T,t Γ ο , t ^ v ( y - \ ) ν Σ , ( Γ Ο ) 

dr'Kir^ ^ r ' ; -> t'){N{R^,t^\T',t')) 

dt"KÍT„ -> t"; t, -> t")(N(R„t,\T",t")}. 

(7.26) 

The first term on the right-hand side arises from the final condition when ti = 
t(h < ti), for in that case 

{N{R„t,\x,t)N{R^,t,\x,t)) = dt'mR„t,\r',i))S(r-t') 

= <iV(^2,/2 |r ,0> ( r e ^ i ) 
= 0 (r^R,). (7.27) 

Since we will be interested from a practical point of v iewjn the more general case 
when a source is present, we make use of eqn. (7.16) for Gj)( . . ..S) to obtain 

{N(R„t,\S)}= dtfdTST{T,tXN(R,J,\T,t)} 

dr. dt drST(T,t)GÍT,t - > Γ ο , ί ι ) . (7.28) 

But the integral of the source over the Green's function is simply the neutron density 
/ ( Γ ο , Ο ί thus we have . 

(N(R,J,\S)) = Λ ο / ( Γ ο , 0 . (7.29) 

The covariance, which we define as 

covar(7V) = {N(R,,t,\S)N(R,j,\S))-(N(R,J,\S)){N(^^^^^^ (7.30) 

is obtained from Gj) as 

covar(iV) = dt diSrir, t)(N(R,, t,\r, t)N(R,, t,\r, t)}. (7.31) 

Inserting eqn. (7.26) and rearranging leads to 

cowsiT(N) = Γ ί /Γι Í í / f a ( / ( r i , í i )G(r i , í i - ^ F g j í a ) 

+ dto 
00 

o 
dt' 

o 
dt" 

í / roK"- 1 ) ί ' Σ / ( Γ ο ) / ( Γ ο , ί ο ) 

dr'K(To -^T';to ^t')G(r',t' ^T,,t,) 

di"K(To ^ r " ; to-^fyGit^í" ^r„t,) ; íi < t,. (7.32) 



120 Random Processes in Nuclear Reactors 

The neutron density correlation function is defined in terms of the covariance as 
follows: . 

covar(7V) = dx^ dr^ Γ ^ ( Γ Ι , Γ 2 ; t.J^) ( 7 . 3 3 ) 

and is therefore given by the quantity in curly brackets in eqn. ( 7 . 3 2 ) . 

7 .5 . The detection process 

As we noted when discussing the theory of the point model, the measured quantity 
must include the effect of the detector in the sense that it has a certain efficiency and 
response time and also that its presence removes a neutron by the act of detection. 
It is more correct therefore to consider the function P c i C a i ^ i ' ^ i ' ^ 2 i ^ 2 | r , 0 ^ ^ i ^ ^ 2 

which denotes the probability that a neutron released at r at time t will lead to Q 
counts in the detector region between t-^ and ti + dti and Cg counts in the detector 
region R^ between ig and t^ + dt^^ The basic theory does not change very much, except 
that now we must consider <C> in place of {N) and {C^C^ in place of {N^N^. If we 
define e(ro) as the probability per unit time for the detector to capture a neutron and 
record a count we can write immediately that 

<C(Äi, íi |r,0> = </r,eíro)G(r, t -> r«, h). (7.34) 

( N . B . In the point model scheme of Chapter 3 we have used for e.) 
The calculation for covar(C) proceeds as for covar(AO and we find that 

covar(C) = Í drj dr^ {e(ri)f(rx,tiWi-r2mh-t2) 

+ ε ( Γ ι ) 6 ( Γ 2 ) Γ ^ ( Γ ι , Γ 2 ; ^1,^2)}, ( 7 . 3 5 ) 

where denotes the second term in the curly brackets in eqn. ( 7 . 3 2 ) for covar(7\^). 
The first term arises from the fact that if a neutron is detected at / = it cannot 
contribute to the count rate at a later time ig. ^c(^i^^2l h^h) is defined by the quantity 
in curly brackets in eqn. ( 7 . 3 5 ) . 

A further quantity of experimental interest is the variance in the total number of 
counts recorded in a time t. Thus if Z(t) is the total counts recorded by a detector in 
a time i, we have 

Z(t) = C{t')dt'. ( 7 . 3 6 ) 

Then it may be shown (Pluta, 1 9 6 2 ; Osborne, 1 9 6 5 ) that if 

cova r (Z) = Í dr^{ dr^ Γ ^ ( Γ Ι , Γ 2 ; t^,t2), ( 7 . 3 7 ) 

Ξ (Z(R„t,\S)ZiR„t,\S)}-(Z(R„t,\S)XZ(R„t,\S)}, (7.38) 

Tz is related to Γ^. by 

Γ ζ ί Γ ι , Γ ^ ; τ) = 2 I ^ 2 I Λ ι Γ ρ ( Γ ι , Γ 2 ; Q, (7.39) 
Jo Jo 

where we have assumed stationary processes such that 

Γ Ο ( Γ Ι > « · 2 ; hJi) = Γσ (Γ ι ,Γ2 ; h - h ) and Γζ(τι,Τ2; t^j^) = Τζ{τι,τ^; h - h ) . 
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ί = 1 

rt.-to 
dtó dx'K,(x, ~> r ' ; tó)G(x' -> x,; t^-tQ-í-t^), (7.42) 

A:¿(. . . ) is the slowing-down kernel for the /th group of delayed neutrons which, in 
general, is not the same as for prompt neutrons due to the differences in initial energies 
of the neutrons. 

7.7. The power spectral density 

The p.s.d. can be defined in analogy with the point model theory, viz. 

Φΐ2(ω) = Í " e-'-^TXx^,X2\r)dT, 
J — CO 

Applying the Fourier transform to Γ,, as defined by eqn. (7.35) leads to 

(7.43) 

Φ12Η = S(r,)d(r,-r^)f(r,)+e(r,)e(r2) j dr,v{v-Ι)ΓΣ,(ΓΟ) 

X / ( Γ Ο ) F ( r o - > Γ ι ; - io))F{t^ -> ; ίω), (7.44) 

where F ( r o ^ r ; i ) = ατ'Κ{το ^ r ' ; j ) G ( r ' ^r;s), (7.45) 

Κ and G denoting Laplace transforms of Κ and G, respectively. 
We note that, except when ΓΙ = x^, the p.s.d. is complex, and therefore a phase 

angle may be measured as well as the frequency spectrum of the ñuctuations. 
When delayed neutrons are included, the term F{.. .\s)'\^ replaced by 

(\-β) [dx'K(xQ ^ r ' ; 5 ) G ( r ' - > r ; 5 ) + ¿ ^ i ^ r ' ^ , ( r o - > r ' ; ^ ) G ( r ' - > r ; 4 

(7.46) 

7.6. Delayed neutrons 

In most cases it is essential to include delayed neutrons into the theory. The neces
sary modifications to the above theory are tedious but straightforward and the basic 
change is to convert terms of the type 

^dt' \dx'K{r, -> r';to -> t')G{T\t' -> x,,t,) (7.40) 

first to the form of time-independent cross-sections, so that 

C?(r', Í' ^ Γ ι , í i ) = Git' ^ Γ ι ; Í 1 - ?') and K{t'^ -> r ' ; ?o ^ ί ' ) = ^ ( r i -> r ' ; ί - / ) , 

i.e. Γαί', [dt'Kit^^r'; 4)G(r ' ^ Γ Ι ; h-t^-Q, (7.41) 
Jo J 

and then to 

(1 - / ? ) ^dto [dx'Kixo - > r ' ; to)G{x' ^x^\ t^-to-tó) 
Jo J 
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7.8. Fluctuations in an infinite medium 

The case of an infinite medium is a useful one to study from the point of view of 
spatial correlation since it removes the problem of leakage and allows the effect on 
the p.s.d. of detector shape and spacing to be studied. 

A basic assumption to be made in the ensuing work is that the detector itself does 
not perturb the neutron ñux. This is, of course, untrue and we have discussed its 
limitations in Section 3.12; we shall have more to say about this effect below. For the 
moment we assume that the neutron densi ty/( r ) is a constant and equal to unity. In 
addition, because the medium is homogeneous, we can write the slowing-down kernel 
and Green's function as displacement functions, viz. G{\x—i'\\t) and Ä^(|r —r'|; ί)· 

Defining the Fourier transforms Ρ and G 

and 

mU)=[^'¡dkPO^'j)e^-^ 

WU)=[^'^dkG{\.^t)e^^ 

and substituting into eqn. (7.35), we find that 

Γ „ ( Γ Ι , Γ 2 ; r ) = ε ( Γ ι ) ( ϊ ( Γ ι - Γ 2 ) 5 ( τ ) + 6 ( Γ ι ) 6 ( Γ 2 ) Κ « ' - \)v^,H{\x;-r^\; r ) . 

(7.47) 

(7.48) 

(7.49) 

where 

/ / ( | y | ; r ) = (¿)̂J dTc, dk A Í P ( - k ; í í ) G ( - k ; T o - r ó ) 

X dt;P(k;t'^G(k;r + T,-.Qé^y (7.50) 
Jo 

and when delayed neutrons are important the term 

' " * ^ P ( - k ; t¿)G(-k; T,-t',) (7.51) 
Jo 

is replaced by 

(1 - / ? ) í " ^ Ó P ( - k ; g G ( - k ; r o - r í ) 
Jo 

+ Σ ßiK ['άξε-^Λ rdtiPi(-k; í í ) G ( - k ; τ^-ξ-ί;), (7.52) 
i=i Jo Jo 

where the Green's function G(ro -> r; i) is obtained from 

í / r ' / s : ( | r - r ' | ; í í ) G ( r o ^ r ' ; í - 0 

+ννΣ, Σ ^ißi {'díe-^Λ rdt¿ Γ d r ' K i ( \ r - t ' \ ; ίό) 
1 = 1 Jo Jo J 

χ G(ro -> r ' ; ί-ξ-ίό)+δ(τ-Το)δ(ί). (7.53) 
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The corresponding value for the p.s.d. is readily found to be 

(7.54) 
Φΐ2(ω) = ε{τ^)δ{τ^-χ^)^€{τ^)ε{τΜν-\)νΣ,Π{\τ^-χ^\;ω) 

with (̂Μ;ω)=(1)'̂  
where, including delayed neutrons, 

ß (k ; ϊοή = 

í /ke*y|g(k; to)p 

(1 -;tf)^(k; /ω)+̂  P , (k; ίω) G(k; ίω). 

(7.55) 

(7.56) 

where ^ and G are Laplace transforms with respect to time of Ρ and G with 5· = ίω. 
These expressions are clearly rather complicated and bear little relation to the point 

model approximations which one might expect to simulate, in some respects, an infinite 
medium. The crux of the matter lies in the detector shape and the assumption of 
constant flux. 

7.9. Detector shape effects 

We shall concentrate here on p.s.d. functions as opposed to correlation functions 
simply for convenience. Thus if we consider the final form of p.s.d. that is actually 
measured by a detector we find that it is given by 

^v.vM =\ drA άτ,Φ,,{ω\ (7.57) 

where the integrations imply an average over the detector volumes and Fg. 
Inserting (7.54) into (7.57) we find that 

Φy^yXω) = βν,Α{ν,,ν,) + Α^)ϋΣ^ (i-j'Jjk|e(k; iω)\^g{KV^,V,\ (7.58) 

where (7.59) 

Δ()^ι, V2) is unity for a single detector and zero for two non-overlapping detectors. 
g(...) is a geometrical factor which depends on the shape and sensitivity of the 
detector. 

As an example, consider the case of an infinite detector for which 

and hence 
1 

(7.60) 

Φ„(ω) = lim -Γ^Φνν{<») 
F->«> y 

= e + e^v{v- 1)£;Σ^|ρ(0; ίω)\\ (7.61) 

For one-speed theory, both Ρ and Pi are unity; similarly from the equation for the 
Green's function _ 

~ ~ (7.62) 

where 

G ' ( k ; I ) = { £ > ο λ ' - Α + ρ Σ „ - ^ Σ ^ Θ ( 5 ) } - ι , 

θ ( Ί ) = 1 - Σ (7.63) 
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Thus Φ^(ω) = 6Λ-ε^ν{ν- \)vZf - - , (7.64) 
Θ(/ω) 

Ιω + νΣ^ — ν vΣfΘ{iω) \ ̂ ' 

which is in complete agreement with the exact result based on point model probability 
balance. We can note, however, that in practice we are interested in frequencies such 
that ω > A¿, therefore 0 ( 5 · ) '2± \ —β. Thus eqn. (7.64) reduces to the form 

over the interesting range. In this expression 

/ 
^ with / = 1/ι;Σ^, 

or ωο = (ρ-β)ΙΑ = αϊ of eqns. (3.30) and (3.49). 
We see therefore that an infinite detector in an infinite medium corresponds to a 

point model analysis from the onset. 
Other detector shapes lead to different values of the auto-p.s.d. as discussed in 

Section 3.12. Details may be found in Williams (1967) and also in Natelson et al, (1966) 
concerning these calculations, and also reasons why the wavelength and attenuation 
length of the neutron distribution which arises in the neutron wave experiment are 
important parameters. Further work on this problem using one-speed transport theory 
has been performed by Cassell and Williams (1969) who have obtained the transport 
theory analogue of eqn. (7.58) and have pointed out its limitations. See also Saito and 
Otsuka (1965a, 19650, 1966). 

7.10. Finite medium corrections 

An infinite medium as discussed above can be misleading as regards the importance 
of detector shape on the noise spectrum. To show this we consider a bare reactor of 
finite size which may be described by asymptotic reactor theory (Weinberg and 
Wigner, 1958; Ferziger and Zweifel, 1966). It will be recalled that asymptotic reactor 
theory enables the displacement kernel in eqn. (7.53) to be retained and enables the 
Green's function to be written in the form 

G(To ^ r; 0 = Σ ^ ; . Ω ^ , Ω ^ ^ ( Γ ο ) , (7.66) 
μ 

where ^ ^ ( r ) are the eigenfunctions of the Helmholtz equation (μ = l,m,n): 

^Ψ^(τ) + ΒΐΨ^(τ) = 0 (7.67) 

subject to ^μ(τ) being zero on the extrapolated reactor boundary. are the corre
sponding eigenvalues with the geometric buckling. The ^ ^ ( r ) also form a complete 
set and are orthonormal, viz. 

' Ψ , , ( Γ ) Ψ ^ , ( Γ ) Λ = (7.68) 

Fß being the volume enclosed by the extrapolated surface. 
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To proceed further we note from asymptotic reactor theory that 
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dT'^Jr')K{\x-r'lt) = P{Bl'J)^Jx) 
VR 

and dr 
VR 

dx'YAt)YAT')K{\T-r'\;t) = P(Bl; t)S^^.. 
VR 

(7.69) 

(7.70) 

Using these facts in the defining equation of the Green's function leads to the Laplace 
transform of a^it): 

1 _-
etuis) = s+±-vvMl -ß)P{Bl; s)-vvL^^ ^ Λ·(5|; sY~' (7.71) 

where = IJil+L^Bl), /<, = (ΐ)Σ,)-ι and = D^l,. 

Thus from eqn. (7.44) with F given by (7.46) we obtain 

Φΐ2(ω) = ε ( Γ ι ) ^ ( Γ ι - Γ 2 ) / ( Γ ι ) 

+ β{τ,)Φε{τΜν- 1)νΣ,ΣΡ,,,Η,(-ίω)Η^,(ΐω)Ψ^(τ,)Ψ,,(τ,), (7.72) 
μμ' 

where 

and 

HM) = 
QÁs) 

s+ ι>νΣ,Θ^(5) 

θ; ,ω = (1 -ß)PiB'/, s)+i ΡΑΒ'μ-, S) 

(7.73) 

(7.74) 

F , = ^ μ μ VR 
αχ,/{χ,)Ύ^{χ,)ΎΑ^,\ 

If we now average over detector volumes and Kg, we find that 

+ v{v- 1) υτ, Σ F^^^g^^. ( - ιω) H^. (/ω), 
μμ 

where 8 μμ' dx, dx,e{^,)e{x,)WJx,)YAr,) 

(7.75) 

(7.76) 

is a geometrical factor depending on detector shape. It is the finite medium analogue 
ofg(k ,Fi ,Fg). 

Let us now attempt to simphfy eqn. (7.75) by invoking some rational physical 
approximations. First, we note that in zero-power noise theory the p.s.d. is measured 
over a limited frequency range, usually well within the limits / j ^ > ω > (A¿)max, 
where 4 is the slowing-down time {Ij^ :^ 10^ sec"^) and (A¿)max is the largest of the 
delayed neutron precursor decay constants (-^3 sec~^, but the weighted one-group 
value is 0 0 8 sec-^). On the basis of instantaneous slowing down we can set 4 = 0 and 
hence approximate Ρ(Βμ; s) by P(B^; 0). Similarly, for ω > A¿, we can neglect the 
delayed neutron sum in S^{s) and set it equal to (1 —β)Ρ{Β^; 0). 

Thus H^(s) may be approximated as follows: 

Ρ(Β'μ;0) 

5 + ^—^(1-β)Ρ(Β'μ;0) 
(7.77) 
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This is not in the point model form, but if the F^^, (μ > 0), decrease rapidly, as is 
thought likely, we may write with some confidence 

Φ „ « - . - / ^ / ( 0 * + ί ^ ί < ϊ ^ 1 » | ί Μ « ' , ( , .8 , ) 

where is now the dominant break frequency. From eqn. (7.78) we may write 

<̂ ο = τ - χ ( 1 - Α ) « ; 0 ) . (7.82) 

Now with /o = ΙαΡΛΒοΧ with = (1 +L^B¡)-\ this may be rearranged to give 

C o = (7.83) 

where Aeff = /o/^eff, A:eff = k^PP^. Thus we have the same functional form as in the 
point model but with modified parameters. 

If the detectors do not fill the reactor, as is usually the case, we may consider them 
as points such that e(r) = eFd^(r—Fq), Va being the detector volume. Thus for a 
single detector at r«, ^̂ ^̂ ^ ^ KlT , ( r„ )T , . ( r„ ) (7.84) 

where = vv^fjv^^. Note that it is permissible to neglect β with respect to unity in 
the numerator of (7.77) but not in the denominator. Because of the frequency range 
of interest it is useful to note that the equation for the Green's function (7.53) may be 
solved by neglecting the summation term and simply accounting for delayed neutrons 
by the factor (1 -β): this accounts for the reduction in the number of prompt neutrons 
but neglects the time constants of the associated delayed neutrons which are not of 
relevance to the final result. We shall use this idea occasionally in later work. 

Returning to the basic problem and defining break frequencies by 

ω^ = ^-^{\-β)Ρ{ΒΙ^ϋ) (US) 

we may write eqn. (7.75) as follows: 

Φν,ν,{ο^) = HV,,V2)j e(T,)f(r,)dT, 

The real part of this equation gives the gain, and the imaginary part the phase angle. 
It should be noted that this expression is much closer in structural form to the point 
model approximation than is the corresponding infinite medium model with point, 
plate or fine detectors. 

We can obtain quahtative information about eqn. (7.79) by consideration of some 
limiting cases. First, we note that if the detectors have the same volume as the extra
polated reactor g^^' = e^^^^,' and 
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F,AB'^;0)P(By,0)YJT,)YAu) 

For some systems, water moderated in particular, numerical calculation indicates 
that the values of increase rapidly with μ and that is well separated from the 
higher ω^. In such a case we may neglect ω with respect to ω^, except for ω^, and write 
eqn. (7.79) as 

+ higher-order terms. (7.86) 

For a single detector of arbitrary shape with a spatially uniform value of e within 
it we can further write (7.86) as 

Π 2 

Φ,.(ω) = e / ( r ) J r + . 
_ J Vd JJVE 

+ higher-order terms. (7.87) 

This approximation, however, is not always acceptable and as Natelson et al. 
(1966) have shown, systems that are large compared with a migration length will 
require several terms in the sum to represent accurately the experimental data. 

Finally, we note that the method of expanding in the eigenfunctions of the Green's 
function may be used for inhomogeneous systems with reflectors and various zones. 
However, convergence of the sum will be less rapid and the results more difficult to 
interpret in terms of single break frequencies since these may depend on position. 
A series of papers by Sheff", Johnson and Macdonald and Natelson et al. in the 1966 
Florida Conference Proceedings (Uhrig, 1967) discusses in considerable numerical 
detail the effects of space and energy dependence on the p.s.d. In the case of the paper 
by Natelson et al. it is shown that the experimental measurements of Ricker et al. 
(1965) can only be explained on the basis of a space and energy-dependent model. 
Figure 7.1 illustrates this effect by showing how neglect of the non-leakage probability 
affects the calculated p.s.d. Also it should be noted that the reactor under considera
tion was small enough for only a single term of the sum in eqn. (7.79) to be needed; 
however, neglecting Ρ requires sixty-four terms for adequate convergence of the series 
(albeit to an incorrect value). 

7.11. Variance to mean method 

As we showed in Section 7.5, the covariance of Z , the correlated number of counts 
in a given time in two detectors at different space points, can be obtained by the use of 
eqn. (7.39). We can make use of that result from the value of given by eqn. (7.35). Let 
us consider simply the finite medium case of the previous section. To obtain the exact 
space- and energy-dependent analogue of eqn. (3.6) we should invert the transform 
Φΐ2(ω) back to the time domain. Whilst this can be done, it is algebraically tedious and 

and Φγ^γ^{ω) becomes 

Φy^ySω) = eVJix,) 
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0-001 

ω, Frequency 

FIG. 7.1. Measured and calculated p.s.d. for a small water-moderated reactor near critical 
(β IA = 117 sec- \ Μ = 7-06 cm, L = 2-88 cm). The solid squares are the values measured by 
Ricker et al. (1965). The full line upper curve is calculated from eqn. (7.87) with the integration 
over detector geometry chosen to represent the experimental situation, viz. a 2 χ 2 χ 30 cm 
rectangular parallelepiped detector placed as shown in the sketch. The slowing-down model used 
assumed that P(B^; 0) = (l+M^B^)-^. The dashed line upper curve is the result obtained from 
setting Ρ = I, i.e. neglecting the slowing down. The lower full line in the figure, passing through 
the solid triangles, is obtained from eqn. (7.87) by neglecting higher terms in (7.87) and sub
tracting the constant first term. The corresponding dashed line above it results from setting 

P(B^; 0) = 1. (After Natelson et al. (1966) / . Nucl. Energy, 20, 557.) 

a better understanding of the problem can be obtained by consideration of the case 
described by eqn. (3.18) which corresponds to the approximation involved in eqn. 
(7.77) for H^{s). Thus we find that the correlation function Γ ^ ( Γ Ι , Γ 2 ; r) is given by 

Γ ο ( Γ Ι , Γ 2 ; Τ ) = 

which leads to 

ί /ωβ*ω^Φΐ2(ω) (7.88) 

+ β ( Γ ι ) β ( Γ 2 ) Κ ^ ) . Σ ; Σ ^''Z^^l'^J^^''^P(Bl;0)P(By, 0) 
μμ 

(7.89) 

showing that the correlation function is antisymmetric about τ = 0: a direct result o 
spatial dependence. 

To find the value of Γζ we use eqn. (7.39) and obtain 

+ 2 β ( Γ , ) β ( Γ , ) κ ^ ) ϊ Σ ; Σ ̂ kWÎ ii--̂ ) 
x W ; 0 ) P ( 5 > ; 0 ) r 

μμ- <^μ'(<^μ + ^μ·Υ 

(7.90) 
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Assuming a single detector of volume and integrating Τ ζ accordingly, we find that 
with 

^z{Va.r) = ^ { dxA Λ 2 Γ ^ ( Γ ι , Γ 2 ; τ ) 
ydJVd Jvd 

and the corresponding mean value of Ζ given by 

<Z(F„r)> = τ Γ dre(i)f(r) 

the variance to mean takes the following form: 

(7.91) 

(7.92) 

var(Z) = M̂  = l + -
2ν(ν-1)νΣ, 

<Z(V„T)} 
Jre~(r)/(r) 

Vi 

Fμμ'gμμ^P{Bl^ \ ^)F(Bl, ; 0) _ 1 - ^ 
(7.93) 

^μ'{^μ^^μ) 

If the detector may be regarded as a point of volume located at Tq, eqn. (7.84) 
applies and if, further, the first term only in the expansion is dominant, then var(Z) 
becomes, approximately. 

var(Z,ro) 2̂  1 + 
εντ,ν{ν-\)Ρ,,ΎΙ(χ,)Ρ{ΒΙ^ 0)Af, 

1 - -
Ό' J 

(7.94) 

where = (ß-p)IAeu ( ^α^ of Chapter 4) and e = ενΣ^ = eXf. 
Thus we see that, compared with the point model approximation of Chapter 3 , the 

ampHtude factor is substantially modified by spatial corrections and also by 
slowing-down terms. However, the functional form of var(Z) with r remains the same 
as in the point model, with the parameter containing effective parameters corrected 
for leakage. Thus under certain conditions we can expect the point model to yield 
accurate results for reactivity, ßjAeu, and for Yi. In addition it must always be ascer
tained that, in a particular case, higher modal eff'ects in the expansion can be neglected. 

7.12. The Rossi-oc method 

In principle, the theory of the Rossi-α method which accounts for energy and space 
dependence, including transport theoretical effects, can be obtained via the generating 
function equation of Pal (1958, 1964) or Bell (1965). However, we shall adopt a 
simpler method in this section based upon direct physical argument. We first note 
that a space-dependent treatment of the Rossi-α method is certainly required since 
the point model approximation is only valid for systems near criticality where the 
fundamental mode is dominant. For far sub-critical systems the normal flux shape 
may deviate considerably from the critical shape and a large number of harmonics 
may be needed to represent it accurately. The energy dependence is not so important 
unless the method is to be appHed to thermal neutrons; however, it is important to 
use the correctly energy-spectrum-weighted cross-sections in the analysis. In addition, 
if the experiments are performed on small, fast systems, transport theory corrections 
may be needed due to the failure of diff*usion theory. 



130 Random Processes in Nuclear Reactors 

CiD)=l dy dre(r,y)N(r,y), (7.95) 
D 

where we neglect detector perturbations. e(r ,v) is the detector reaction rate and 
integration is over the volume of the detector. Evidently C(D)^t is the total number of 
counts in the time interval Δί. However, if At is chosen to be sufficiently small, this 
expression gives the probability of obtaining one count in D in the interval At, 

We can now calculate P{D^D2\ t^^t^At^At^ which is the joint probability that we 
obtain a count with a detector in the time interval At^ around t^ and a count with 
another detector in At2 at a later time 2̂· P (^ i>^2J ^15^2) is the generalization of 
the point model expression Pc(ti,t2) of Chapter 4. In calculating P{D^,D2\ we 
will continue to assume that the detector does not perturb the ñux and also that it 
does not emit secondary neutrons (i.e. we do not use a fission counter). Both of these 
effects can be corrected if necessary. As we have seen in Chapter 3, P ( . . . ) can be 
expressed as the sum of two terms each arising from different aspects of the statistical 
nature of the process. One arises from random coincidence counts and the other from 
correlated events as depicted in Fig. 3.6. 

The probability of random coincidence is clearly 

aD,)C{D2)At,At2, (7.96) 

£>! and D2 being the two detectors operating over the ranges At^ and Δί2· 
Correlations arise from nuclear processes that generate several neutrons simul

taneously, e.g. neutron-induced fission and spontaneous fission. The latter effect was 
not mentioned in our point model analysis but for complete generality we shall 
introduce it here since there are situations where it may be significant. Let us assume 
that Pf{v) is the probability that ν neutrons are emitted from a neutron-induced fission 
reaction and Ps{v) for a spontaneous fission reaction. Let us also assume that ;^/(v) 
and Xs{y) are the neutron-energy emission spectra of the two processes which we take 
to be isotropic. Now each of the emitted neutrons will generate descendants through 
the fission chain that follows. The average number resulting from an event taking 
place at XQ at time t^ is given by 

< ? « , / ( Γ ο > ί ο = í /VoA : s , / (Vo )G ( ro ,Vo , ío ^ Γ , ν , ί ) , (7.97) 

where G ( r o , V o , í o - ^ r » v > 0 is the Green's function defined by the conventional Boltz
mann transport equation. The subscript sovf depends on whether the cause of emission 
is spontaneous or neutron-induced fission. 

The probabihty of obtaining one count with in A/j by the reaction at (FQ, t^ is 

^ ^ . . / ( Γ ο , ^ ο ; Α,^Δ/ι, (7.98) 

m Λ 

where ^^,/ί^ο,^ο; = dt^ dy^e{r^,y^GsA^Q,tQ\r^,yi,t^ (7.99) 

In developing the general theory v^e v^ill use full energy-dependent transport theory 
and only as an example introduce the diffusion approximation. We consider a neutron 
detector Z) in a medium with a steady-state neutron-density distribution A^(r,v), then 
the counting rate will be 
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(7.100) 

where we have accounted for the fact that one neutron was lost on detection in D^. 
The joint probability of detection in and during Δί^ and is now given by 

du dto{(?/(ΓΟ,/Ο; / ) ι , ί ι ) ( ? / ( Γ ο , ί ο ; D^,QF,(T„) 
» J 

+ ( ? , ( Γ ο , ί ο ; D„t^)Gs(ro.tol D2,t2)Fs(ro)}^h^h, (7.101) 

where i%,/(ro) are related to the total number of fissions at ΓΟ and the average of 
v(v— 1) with respect to Α,/(^)· 

For neutron-induced fissions we have that 

^ / ( Γ Ο ) = ^ V o { K ^ - l ) } / y o 2 / ( r o , V o ) i V ( r o , V o ) , (7.102) 

where { . . .} / is the average of v{v—l) over Pf(p) and Σ / ( Γ ο , ν ο ) is the fission cross-
section at (ΓΟ,Ι;Ο). In general { . . . } / will be a function of VQ since it depends on the speed 
of the neutron causing fission. 

If the neutrons arise from spontaneous fission then 

(7.103) 

where Rs(TO) is the spontaneous fission rate and is known from basic measurements. 
It should be noted that if spontaneous fissions are important, a term VsXs(v)Rs(r)l4n 
must be added to the Boltzmann equation source term to calculate N(r,y). 

Finally, if we assume that χ/(ν) = Xs(\), we may write for the total joint probability: 

P(D,,D,; h,h)^h^h = {C(Z)i)C(Z)2) + ^ ( Z ) i , / ) 2 ; h.h)}^h^h. (7.104) 
where 

φ{Ό^,ϋ^;ίι,(^ = ' d u duÖ(To,to;Di,ti)G(To,U;D2,t2)-{FAro)+Fs(ro)}. ( 7 . 1 0 5 ) 
J — CO · 

Converting to diffusion theory with a slowing-down kernel we find that, over the time 
scale of prompt neutrons, the probability of correlation for thermal neutrons is given 
as follows: 

P(D„D^;Í^,U)= Λ Ι € ( Γ Ι ) / ( Γ Ι ) drAtMr^) 

+ Σ • Ρφΐ; ϋ)Ρ{,ΒΙ.· 0 ) β - - / . ' ( « - « iu > h), ( 7 . 1 0 6 ) 

where F,., = { Κ Ι ^ ) } , ; ; Σ ; / ( Γ Ο ) ^ / Γ . ) Ψ ^ , ( Γ Ο ) Λ Ο 

^ ? . ( Γ Ο ) Ψ / Γ Ο ) Ψ ^ . ( Γ Ο ) Λ Ο ( 7 . 1 0 7 ) 

and we have used the same approximations regarding slowing down as in previous 
sections. 

9-2 

and V is the number of neutrons emitted by the event. Some of the descendants will 
also be detected by and this number is clearly given by 
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Calculated curve 
(Modal expansion) 

Calculated curve 
(Fundamenta l mode) 
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FIG. 7.2. Counts per channel recorded by a single detector placed at position r = 9Ό cm, 
ζ = 57-75 cm. The experimental results are compared with a full modal analysis and a funda

mental mode approximation. (From Ukai et al. (1965) J. Nucl. Sei. Technol. 2, 355.) 

of Μ 9 6 : 1 . Both single detector correlations were made and two detector ones. The 
effective multiplication factor of the system was about 0-83 so that the ratio of corre
lated to random events was very small even under the minimum fission rate obtained 
from spontaneous fission only. In this experiment the background had to be deter
mined with great accuracy, and extremely long periods of measurements, of around 
30 hours, were required for each curve from which α is to be obtained. A detailed 
modal analysis was made, based upon the above theory, and it was demonstrated for 
a number of detector positions that a point model analysis based on the fundamental 
mode in eqn. (7.106) was unable to account for the experimental results. Figures 7.2 
and 7.3 show some typical results. They also demonstrate the time scale which 
Rossi-α measurements on thermal systems must cover. It should be noted that this 
long time scale is necessary in order to isolate the fundamental mode and hence the 
value of from which the sub-criticality is obtained. 

We note that whilst the formula given above applies for thermal neutrons, the 
general expression of eqn. (7.104) can be used for fast neutrons if the appropriate 
Green's function is used. 

Experiments to test the need for a spatial analysis of the Rossi-α method have been 
made by Ukai et al. (1965) who measured the value of α in a light water-moderated 
natural uranium sub-critical assembly. The geometry was a cylinder with effective 
diameter 81-7 cm and height 100 cm. The core itself consisted of 294 fuel rods of 
uranium dioxide in a hexagonal lattice of pitch 45 mm and HgOrUOa volume ratio 
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FIG. 7.3. Counts per channel recorded by a single detector placed at position r = 38-97 cm, 
ζ = 44-0 cm. The curves are as explained in Fig. 7.2. (From Ukai et al. (1965) / . Nucí. Sei. 

Teehnol. 2, 355.) 

7.13. Energy-dependent fluctuations 

Not only can cross-correlations be made between different space points but, for a 
given space point, it is possible to derive covariance functions for different energies. 
Thus, for example, by correlating at different energies we may be able to extract 
information regarding slowing-down times. Such a result might be accompHshed by 
the use of threshold detectors. 

The complete analysis of this problem is clearly difficult although it is relatively easy 
to reduce eqn. (7.9) to a multi-energy group approximation and calculate correlations 
between the neutrons in the various groups (Pal, 1964). However, to illustrate the 
problem in terms of a continuous energy variable we shall neglect spatial dependence 
completely and consider the energy correlations in an infinite homogeneous medium. 
In that case the equation for the generating function can be written from eqn. (7.13) 
as 

m\v,t)-v dv' {Σ , (Γ ν') + νΊ:,(ν)χ(ν')} nz\v',t) 

dv'x(v')^(Z\v',t) = - Σ 1 ) . . .{y-J+ 1)νΣ,{ν) 
j = 2 β 

(7.108) 

with Ζ denoting (Ζ^,Ζ^,...). Also we have 

G{Z\S) = exp ( - Γ i/r C dtS{v,t) '^{Z\vA. (7.109) 
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Following the procedures outlined above it is readily shown that the covariance of 
the count rate is given by 

' dv'x(v')G{v' ^ιγ,τ,) 

X 

dr. 

dv''xiv'')G(ü" ^V,;T+T,), (7.110) 
J 

where is the fission rate. 
Thus once the appropriate Green's function is known we may obtain the covariance 

directly. Two interesting examples can be given which indicate how an appropriately 
designed experiment would extract slowing-down parameters from cross-correlation 
at different energies. In the first we assume that slowing down is by age theory and 
that the velocities of correlation Vi and V2 are well below fission energies. In such a 
case the Green's function can be written (for constant Σ^) 

äv'x(v')Giv'-.v;r)=^^,s[r-^) (7.111) 

and the cross-covariance using eqn. (7.111) becomes (pi φ v^) 

ΓΜ,ν,-,τ) = φ,)φ,)Κ.-1)/·ο^^ ,̂ á(r-A [1-1]). (7.112) 

Since 
1 1 

is the slowing-down time from Vi to v^, we should obtain a covariance with a peak 
at t,. 

The other extreme situation, namely slowing down in a hydrogenous substance, 
leads for Vi and V2 well below fission energies, and constant Σ^, to (Williams, 1966): 

dv'x{v')G(v' ^V;T) = Σ,ντ^β-'"^·. 

Inserting this into eqn. (7.110) we find (v^ Φ v^) 

(7.113) 

6T 12 
Σ,{ν^ + ν,)'^Σξ(ν, + ν,γ]' 

which could be measured using detectors of the same type as employed in the slowing-
down time spectrometer (Williams, 1966). 

This technique might well be useful for measurements of the inelastic scattering 
properties of various nuclei and in the interpretation of (n, 2«) reactions. 

A further example of the energy-dependent equation is that of extinction probability 
which we have already discussed from the space-dependent viewpoint. Using the 
alternative form of the generating function and remembering that the extinction 
probability is given by q(v) = G(0,v, - 0 0 ) , we can write 

Σ ( Γ ) Φ ) = Σ ,(ζ;)+ Σ{ν ^ v')q(v')dv'+ Σ,(ν) Σ Ρ(.ν)ζ'', 
Jo »=1 

where Xiv)qiv)dv. 

(7.114) 

(7.115) 
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7.14. The Langevin method: a random source problem 

Our considerations thus far have concerned zero-power noise only. As we intimated 
in earlier chapters, the extension of the generating function technique to power 
reactor problems is not very convenient. Thus we consider in this section the Langevin 
method and attempt to use it to solve some of the problems outlined in the introduc
tion to this chapter. 

Let us first consider a very simple problem in which we have an infinite plane source 
situated in an infinite, non-multiplying medium. The source is assumed to be time-
dependent and to fluctuate about its mean value in a random manner. The problem 
is to calculate the corresponding covariance of the neutron density at different space 
points. 

For convenience, we will assume one-speed theory and infinite plate detectors that 
do not perturb the neutron distribution. The basic equation for the neutron density 
N{x,t) at position x, time t, can therefore be written 

^Νψ) ^ 1 (7.116) 

where Z>o is the diffusion coefficient and / the mean lifetime. We write the fluctuating 
density and source as xr / \ . / . \ / τ ι ι - , λ ^ N{x,t) = No(x)-{-n(x,t), (7.117) 

S(t) = So + ̂ (tl (7.118) 

where NQ and SQ are the steady mean values that would be established if the fluctu
ations were absent. 

Inserting eqns. (7.117) and (7.118) into (7.116) and subtracting the corresponding 
steady-state equation, we find that the stochastic parameters n(x,t) and S^(t) are 
related by o / \̂ / .\ i 

'-^=Dj^-]nM + mKx). (7.119) 

If the source has been operating for a long time compared with the characteristic 
response time of the system, we can write 

« ( ^ , 0 = f ^(t')G(xj-t')dt\ (7.120) 
00 

V(i-/o)G(x,/o)rf/o, (7.121) 

where the Green's function G(x, t) is given by 

This non-hnear integral equation may be numerically integrated to assess the eifect 
of energy-dependent cross-sections and to compute the error in one-speed theory. 

Further problems involving the continuous energy variable are discussed by 
Matthes (1962) and also a reduction to multigroup form. See also Pal (1964). 
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dt' dfGix^oGix^nmt.-n n h - n y . (7.124) 

If the source fluctuation is a stationary random variable, we may write 

< ^ ( / i - / ' ) ^(h-n) = R,it,-t,-t' + n (7.125) 

Í ? S ( T ) being the source auto-covariance function. 
We may calculate also the cross-p.s.d. by taking the Fourier transform of eqn. 

(7.124), then we find 

where Os(w) is the p.s.d. of Κ^{τ) and 

θ(χ,ω) = 

with/t^ = 1/(£>,/). 
Thus we can write 

exp -

where 

Λ Φ,(ω) e x p { - a ( x i + x^) + ißjxt-x^)} 

(7.126) 

(7.127) 

(7.128) 

(7.129) 

(7.130) 

It should be noted here that 1 joe is the attenuation length of a neutron-wave disturbance 
and 2nlß is its wavelength. This suggests that a randomly modulated source could 
provide much the same information as does the conventional neutron-wave experi
ment (Perez and Uhrig, 1967). Moreover, a cross-correlation between source and 
neutron density fluctuations would lead, if the noise spectrum of the source is white, 
to the Green's function directly. 

An interesting analytical solution can be obtained from eqn. (7.124) if the input 
noise source is white, i.e. 2 

(7.131) 

Then we obtain Λ..χ , (0) = 2πΒ„γ 
V{2(xf+xi)} (7.132) 

where L = (DQI)Í is the thermal diff'usion length and 7^o(j) is the modified Bessel 
function. 

In the paper by Smith and Williams (1972) the Gaussian stochastic generator of 
Section 6.7 has been used to excite eqn. (7.119). The resulting auto-correlation func
tion for the case x^ = = xis shown in Fig. 7.4 along with the analytical solution. 

Now the cross-correlation function as calculated by two plane detectors in the planes 
jc = and X = x^is 

Κ X. ih - h) = < « ( ^ i , h)n(x^, φ (7.123) 
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FIG. 7.4. Zero lag auto-correlation function; comparison of analytical and numerical simulation 
solutions. (From Smith and Williams (1972), / . Nucí. Energy, 26, 525.) 

7.15. Power reactor noise: the homogeneous approximation 

Whilst a reactor is in practice a complicated heterogeneous assembly, often a 
reasonable first step in its analysis is to assume that the core can be homogenized. We 
shall follow this procedure in this section and examine the effect of finite core size on 
the noise spectrum. 

We can incorporate slowing down and spatial behaviour into the problem by 
assuming that the modified one-group diff'usion equation is valid in the reactor. Thus 
we may write for the neutronics equations the following expressions: 

^Q(T,t) 
dt = ßiΣ,k^φ(τ,t)-λ,Q(r,tX 

(7.133) 

(7.134) 

where / is the thermal hfetime and is the migration area. 
Associated with these equations are those for heat transfer and fluid flow. On the 

assumption that we have a cell of the type shown in Fig. 7.5 we can write the spatially 
averaged heat balance equations as follows (per unit volume of cell): 

For the fuel: 
<^u-jf = ^gφ-hUTu-Ta^ (7.135) 

α = fraction of fission heat deposited in fuel, 
g = heat produced/fission/unit flux/unit volume of cell, 
hua = heat-transfer coefficient between fuel and cladding. 

The excellent agreement lends confidence to the use of the stochastic generator in 
realistic noise problems. 
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FIG. 7.5. Schematic diagram of a reactor lattice cell. 

dT, 
For the cladding: C„ = hUTu-Ta)-hac{Tu-T,), 

hac = heat-transfer coefficient between cladding and coolant. 
For the coolant: 

BT. dT, 
dt 8z 

= hao{Ta-T,) + h„,{T^-T,), 

where we note the term udTjSz due to mass motion along the axis. 
hmc = heat-transfer coefficient between moderator and coolant. 
For the moderator: 

dt 

(7.136) 

(7.137) 

(7.138) 

These heat-transfer equations are coupled to the neutronics equations by the reactivity 
feedback, viz. 

where and 0 ^ are temperature coefficients, / is the void fraction (in boiling-water 
reactors) and the void coefficient. 

7.16. Noise sources 

Having established the basic equations of the system, we now have the difficult task 
of identifying the important noise sources. In the present state of power reactor 
analysis this depends markedly on the particular reactor type. For example, in a 
boiling-water reactor, we can expect the random motion, formation and collapse of 
steam bubbles to lead to randomly fluctuating diffusion and absorption properties of 
the moderator. Thus, in the basic neutronics equations, /, Μ and could all be noise 
sources. However, it is generally found that the dominant effects of such changes can 
be incorporated into the feedback term involving k^. Thus by m a k i n g / , the void 
fraction, a random variable we can study its effect on the reactor dynamic behaviour. 
At the same time, of course, the heat-transfer coefficients will also be random variables, 
as also will the coolant velocity. 

In a gas-cooled reactor, the problem of steam voids is absent but the other noise 
sources remain. 
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7.17. Effects of noise on spatial distribution of power 

The point model description, by definition, prevents any investigation into the 
spatial effects of noise. However, the homogenized eqns. (7.133) and (7.134) enable 
us to relax this restriction somewhat and at least study the spatial effect in a macro
scopic sense—with the noise sources themselves homogenized. 

The procedure is basically the same as that for the point model. We decide on the 
noise sources and set, for example, h = h-\-dh, etc., and then write the dependent 
variables, Γ, φ, C, in a similar fashion, viz. Τ = T+ST, φ = φ + δφ, C = C + ^ C . 

Neglecting second-order terms leads to a set of linear equations for ^^(r, t), ST(T, i), 
etc., which may be solved by the standard methods of space-dependent reactor 
kinetics. 

As an example of this technique we can consider a gas-cooled, graphite-moderated 
reactor with a fuel and moderator temperature coefficient feedback, and noise sources 
arising from fluctuations in the heat-transfer coefficients—that is, eqns. (7.133)-
(7.139), but with a^ = 0. Linearized, these equations become 

= M2V2^0 + [Ä: , , ( l - /?) - l ]^ i^ + (a,(^r, + a ^ ^ r j g ^ + M,(^Q, (7.140) 

^-ψ==β,^βφ-λ,δ^, (7.141) 

dt 
(1 _ a)gSφ - hU^T^ + T̂̂ c) - ^hUTm - ñ ) , (7.142) 

Ce ^ = Ka ST^ + hme ST^ - hen ST, + dh^a + ^/i^e - Shett ^ (7.143) 

[N.B. heiíTc accounts approximately for the udTjdz term in the coolant equation.] 

C . ^ = ^gSφ - Kam - + ^hUTu - f c). (7.144) 

[Noise sources have been underlined.] 
To solve these equations we consider the critical equation for no fluctuations, viz. 

0 = M'V^φQHkooo-mo, (7.145) 

It should also be noted that our neutronic equations refer to a homogenized system 
and cannot therefore give any detailed information regarding the noise arising from 
specific components in the system—for example, the vibration of control rods or fuel 
elements or similar mechanical components. It is with this limitation in mind that we 
develop in a later chapter a more refined method of spatial noise analysis which is 
based upon the so-called "Fe inberg-Galan in" method of heterogeneous reactor 
theory. We shall be discussing this method and its application later and will therefore 
defer detailed comments until then. Basically, however, the method allows the effect 
of each individual fuel element and control rod to be included in the noise analysis. 
Thus the mechanical vibrations and any other random process associated with a 
particular rod or localized component may be assessed. 
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which, if we write it in the form 
"^'Φο-^Β'Φο = 0, (7.146) 

subject to ^ 0 = 0 on the reactor boundary, constitutes an equation for a set of 
spatial eigenfunctions φ^(τ) corresponding to eigenvalues Βζ. 

In the steady state, is the fundamental flux shape and BQ is the geometric 
buckling. However, in a situation where the reactor is perturbed from equilibrium, by 
time-dependent noise sources for example (or by a deterministic effect), the flux will 
become a function of time and δφ(τ,ί) and ST, etc., will depend on all of the φ^(τ) 
and Bl 

Thus to solve the general, noise-excited equations for δφ, dC and we assume that 
the following expansions are vahd: 

^ί4(Γ,Ο = Σ Ρ ν ( Ο 0 ν ( Γ ) , (7.147) 
V 

SUt,t) = Σ θα\ί)φ,(τ), (7.148) 
V 

SC,it,t) = Σ Ι>Λί)ΦΛ^). (7.149) 
V 

It is well known that the eigenfunctions of eqn. (7.146) φ^{τ) form an orthonormal 
set, viz. ^ 

^ΦΑ^)ΦΛ^)άτ = (̂ νν'. (7.150) 

Thus if we insert (7.147)-(7.149) into (7.140)-(7.144), multiply by ^^'(r) and integrate 
over the volume V of the reactor, the equations reduce t o : 

/^^^= -M^BlP^it) 

HkU^'ß)-^PAt)HauQ'^tHa^Q^^\t))gd,^^^ (7.151) 

[assume φ = φ^], 

^-^p) = ^ « ρ ^ ( ί ) _ λ , Ζ ) < « ( ί ) , (7.152) 

C™ I ö!r'(0 = (1 -o^)gPÁt)-^o(Q'r\t) + Qi'\t))-Sh^eK,c (7.153) 

with Δ^ , = Λ ί 5 , ( Γ ) ( Γ „ ( Γ ) - Γ , ( Γ ) ) , (7.154) 
V 

Ce I = hua Öi"'(0+Ä™o 0^ ' (0 -Αβΐ ί Qm-Al^, (7.155) 

with Al^, = ατφ,(τ) {8K^T^+8h^,T^-8httT,}, (7.156) 

C„ ^-^^ = c,gPÁt)+liuÁ&^t)-Q'^\t)HSh^a^lo, (7.157) 

where we have assumed for simplicity that the heat-transfer coefficients are space 
independent but which is not necessarily a good assumption (Tyror and Vaughn, 
1970). 
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{STi(t^,t^)ST,{T^,t^)) (7.159) 

and obtain information about the effect on one region of the reactor arising from noise 
sources in another. 

Another interesting consequence of a space-dependent analysis is the way in which 
the noise sources can give rise to changes in the steady-state shape of the reactor. 

FIG. 7.6. Coordinate system in the plane of a reactor core. 

For example, if we consider a cylindrical reactor and study the flux in the radial 
and angular variables, i.e. ^(r,6>) [coordinates deñned in Fig. 7.6], then superimposed 
upon the fundamental mode, which we denote by Φοοί^,Ο) = φ(κ), there will be the 
effects of the higher harmonics in the expansion of ^φ(τ^), e.g. 

δφ(τ^)^ΣΡΛί)ΦΛ^), (7.160) 

where in our case 0^(r) = Φ^j(r,θ) with (iJ) corresponding to radial and azimuthal 
modes, respectively. Thus the noise sources will excite the types of spatial modes 
shown in Fig. 7.7. 

It is because of the necessity to control these spatial modes that a number of 
independently acting sector control rods are built into large modern power stations. 
In fact, the larger the reactor core compared with a migration area the larger the 
number of modes that are excited. 

Of course, not only noise sources excite these modes. There are xenon tilt effects 
and fuel-changing schemes which also affect the spatial behaviour. Nevertheless, the 
random effects of mechanical noise is an important and, at present, a rather poorly 
understood factor in reactor stability. 

By this procedure we have reduced the problem to a set of coupled time-dependent 
equations with random sources, i.e. Langevin's equations. When these are solved, the 
values of P , Q, D can be replaced in eqns. (7.147)-(7.149) to obtain the general solu
tion for the space-dependent fluctuations. In this way we can calculate cross-correla
tion in time and space, e.g. 

{m„hmr„t,)), (7.158) 
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FIG. 7.7. Plan and side view of some radial and azimuthal spatial modes excited in a cylindrical 
reactor. (From Hitchcock (1960) Nuclear Reactor Stability, Temple Press, London.) 
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C H A P T E R 8 

Random Phenomena in 
Heterogeneous Reactor Systems 

8.1. Introduction 

This chapter may be regarded as of a pioneering nature in so far as we shall discuss 
techniques that, in principle, are truly representative of the system and yet in many 
cases are difficult to apply or, at the very least, have not been compared with experi
ment. We shall attempt to discuss neutron noise in a detailed manner as opposed to 
the previous chapters where either point model, or homogenized, systems have been 
studied. Here we argue that, since a reactor is heterogeneous, then so are the noise 
sources that are produced within it. This being the case, a formalism must be found 
for a detailed space-time representation of two-phase flow, as also must an accurate 
representation of the random vibration of the mechanical parts of the core structure, 
e.g. fuel elements and control rods. We should also study how random fluctuations 
in the heat-transfer coefficient at a surface affect the propagation of the associated 
temperature fluctuations within the adjacent medium. Other problems of an important 
nature are the eff'ects of non-uniform fuel enrichment both within a fuel element and 
in diflferent fuel elements since these may give rise to local hot spots leading to 
statistical problems in burn-out. The statistical distribution in the packing and 
concentration of fuel particles in a pebble-bed reactor is clearly another problem that 
will lead to local power fluctuations. In the sections that follow we shall describe 
techniques for dealing with some of these problems and at the same time point out 
where development will be necessary. 

8.2. Diffusion in media with random physical properties 

In Section 7.1 we discussed the ways in which equations involving random para
metric coefficients can arise, due, for example, to boiling or non-uniform fuel con
centration. We did not, however, deal with the associated theory and we shall attempt 
to remedy that omission in this section. 

First, it is important to note that the problem of random equations is not confined 
to the field of neutronics, indeed reactor physics is a relative newcomer to the field. 
We can find problems involving a wide variety of processes in classical physics in 
which an equation of motion or a field equation contains a random source or 
coefficient. Typical of such processes are wave propagation in a duct or guide of 

144 
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8.3. .4 simple critical problem 

Let us assume that we have a bare reactor that can be described by one-speed 
diff'usion theory. The diff'usion coefficient D is taken to be uniform across the system 
whilst the number density ΝΕ(Τ) of fuel nuclei per unit volume is randomly dispersed 
such that ΝΕ(Τ) is a stationary random function of position. We write the correspond
ing diff'usion equation therefore as follows 

Ζ ) ν 2 ^ ( Γ ) + { Ρ Σ , ( Γ ) - Σ « ( Γ ) - Σ ^ } 0 ( Γ ) = 0, (8.1) 

where Σ ^ Γ ) = NF(τ)σf, Σ « ( Γ ) = Νρ(τ)σ^ and Σ ^ = NmCm-

is the number density of moderator nuclei and σf, σ« and are microscopic cross-
sections for fission and absorption in the fuel and absorption in the moderator, 
respectively. We now abbreviate as follows, viz. 

1 { Ρ Σ , ( Γ ) - Σ , ( Γ ) - Σ 4 ^ BI{1 +e(T)}, (8.2) 

where is the average value of the left-hand side of eqn. (8.2) and B^e{r) is the 
fluctuating part. Clearly, <e(r)> = 0 by definition. Equation (8.1) for ^(r) is now 
rewritten as follows: ^„ . , . r > 9 ^/ λ ^ 9 / ν j t / ν / o 

ν^φ(ν) + ΒΙφ(τ) = -Β^β(τ)φ(τ). (8.3) 

If we now define the Green's function G(RQ -> r) by the equation 

V 2 Giro -> r) + Bl G(ro -> r) + δ(το - r) = 0 (8.4) 

we can write the diflferential equation for ^(r) in the following form, 
Φir) = Φoir)-B¡¡ ^roG(ro->r)e(ro)9^(ro), (8.5) 

where is a solution of the unperturbed equation. 
The only way to make progress is to use an iterative technique. Thus first we 

statistically average eqn. (8.5) to get 

<^(r)> = Φoir)-B¡ Γ dvoGifo r)<e(ro)^(ΓΟ)>. (8.6) 
Jv 

randomly varying cross-section, the motion of a charged particle in a randomly 
inhomogeneous magnetic or electric field, wave propagation in a turbulent medium or 
one with a random refractive index, electromechanical systems with a random 
parameter, convective transport of material in a turbulent fluid, the Schrödinger wave 
equation with a random potential, buffeting problems in aeronautics, the flow of fluid 
through channels with random surface topography, and many other physical and 
engineering problems. A full bibhography may be found in Bharucha-Reid (1968) and 
additional references are given in this book. 

Very general methods for obtaining approximate solutions of random diff'erential 
and integral equations may be found in the treatises of Adomian (1963, 1964, 1970, 
1971a, b) and of Bharucha-Reid (1968). However, we shall not discuss this basic 
theory but rather illustrate the technique by considering an application to a very 
simple problem in reactor physics. 
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Now the approximation {εφ) <e><0> leads to a trivial solution <^(r)) = ^oW> 
thus we multiply eqn. (8.5) by e(r) and average again, thereby obtaining 

<e(r)i^(r)> = -Bl { dvMro ->τ){ε(τ)ε(τ,)φ{ν,)}. (8.7) 
Jv 

Substitution back into eqn. (8.6) still leaves the unknown (εεφ). However, at this 
point, we can either continue the iteration or assume that e(r)e(ro) and φ(τ^) are locally 

independent, i.e. <e(r)e(r„)^(ro)> ^ <e(r)e(r„)><55(r,)>. (8.8) 

This is an often-used but relatively untested hypothesis: nevertheless, we shall use it 
here and write eqn. (8.6) in the form 

<Φ(^)} = Φο(τ) + Βΐ ¡ drMro ->r) Í ^ i G ( r ; ->r;) i?(ro-r ;)<^(r ;)>, (8.9) 
JV Jv 

where RÍTQ-TQ) = <e(ro)e(ró)> is the auto-correlation function of e(r). 
Finally, operating on eqn. (8.9) with ( V H ^ ^ ) , we get 

(^' + ΒΐΚΦ(τ)} = -Bl { dr,G{r, ->τ)Κ(τ-τ,){φ(τ,)\ (8.10) 
Jv 

which is an integro-differential equation for the average flux (φ). Assuming that the 
auto-correlation function has the Markoff" form 

R(T) = <e2)^-lrl/i, (8.11) 

where (e^) is the mean square fractional fluctuation and / is a correlation length, we 
can apply asymptotic reactor theory to the integral equation and note that solutions 
of the type <^(r)> = e x p ( / 5 T ) satisfy it, provided the following critical equation is 
obeyed: {ε^)Βΐη 

^0-^' = ΒΊ-ΗΙ-iBoir ^^'^^^ 

where we have used G(ro -> r) = -—^—r exp{/j9o|r-ro|}- (8.13) 

As we shall see below, Re(J?)2 is the critical buckling in the presence of the random 
homogeneity and is the conventional value given by the smallest eigenvalue of 
the Helmholtz equation (V2 + 5g)^o = 0. 

We note that in general the buckling is complex. Indeed for small (e^) <ξ 1, we 
can write Β = Β^Λ-ιΒ^, where B^ = BQ{\-^(e^)) and 5 , = 1{ε^)ΒΙΙ This shows that 
the critical flux shape has the form, for a slab reactor (width 2a), 

{φ{χ)) oc cos(J?^x)cosh(^,x), (8.14) 

thus random dispersal tends to destroy the conventional normal mode shape. Such 
effects might well be detectable in certain reactor types, e.g. pebble bed or even boiling 
water. A more detailed analysis should be carried out, however, since in general the 
diffusion coefficient is also a random variable. Finally, applying the boundary condition 
to eqn. (8.14) leads to the critical condition noted earlier, viz.: B^ = πβα. 

It is interesting to note from a general point of view that random parametric 
disturbances affect the mean value; this is a consequence of randomness that is rarely 
considered in the context of reactor theory and deserves further investigation. 
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We shall not go into the calculation of cross-covariances here since the techniques 
follow those described above and can be found in the references cited. However, the 
reader is particularly advised to consult the works by Bourret (1962, 1965) which gives 
applications to a number of physical problems. The work on point model kinetics with 
randomly fluctuating parameters by Williams (1971) is also of interest in this respect, 
as also is that of Stepanov (1965, 1968) who applies many of Bourret's techniques in 
the calculation of cross-covariances in space. Finally, we mention a deterministic 
solution of eqn. (8.1) by Thie (1958), who used the W K B method. 

8.4. Application to self-shielding in random media 

It is often desirable to fabricate reactor fuel elements from heterogeneous mixtures 
of ceramics and metals. Also of interest are systems in which the fuel is in the form of 
loose pebbles mixed randomly in a liquid moderator-coolant. We also encounter in 
thermal neutron shields the substance known as boral, which is a heterogeneous 
mixture of commercial-grade boron carbide (B4C) and aluminium, sandwiched 
between aluminium plates. The total sandwich is generally rolled to a thickness of 
about 3 mm. It is apparent from photomicrographs that the mixture is not uniform 
and aluminium regions are seen to be present between the lumps of B4C in the 
B4C-AI conglomerate. 

Each of the situations discussed above (and others could arise) contains a degree of 
randomness that makes the usual methods of homogenization to ñnd eff*ective cross-
sections of little use, unless the volume fractions of all but one of the phases is very 
small. In general the presence of two or more phases of comparable volume fraction 
introduces microscopic effects which are difficult to analyse. Nevertheless, it is essential 
that a method be developed that will allow the average nuclear properties of the 
proposed reactor components to be predicted. The basic problem arises from the 
spatial randomness and the poorly deñned geometry of the lumps themselves; this 
makes it very difficult to predict with certainty the properties of this random hetero
geneous mixture. If, however, we can obtain some knowledge of the statistical laws 
obeyed by the system then it may be possible to use these to obtain an average 
equation for the system. The same ideas will apply whether we are interested in the 
equation for transmission of neutrons through the medium or in the equation describ
ing its average thermal, electrical, magnetic or any other physical property. 

The ultimate goal of such an analysis is to replace the random heterogeneous 
microstructure by an eifective homogeneous medium in the sense that the actual 
properties of the microstructure are reproduced using the effective parameters of the 
homogenized system. Moreover, it is to be hoped that these effective parameters will 
be independent of any particular problem and simply characterize the medium. In 
practice, this latter requirement may not be possible to achieve. 

In a very detailed treatment of this problem, Randall (1960) has studied the effect 
of random microstructure on the integral transport equation and has derived a 
modified form of this equation containing a transport kernel involving the probability 
distributions which describe the randomness of the microstructure. Let us consider 
this technique, for it involves some of the ideas discussed earlier and has important 
appHcations. 
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We may write the integral form of the neutron transport equation for a medium of 
arbitrary composition in the following manner: 

φ(τ,Ε,Ά) = Í°°rf/exp ( - ^Σ(Ε,τ-ΓΆ)αΐ] q{r-lSí,E,Sí\ (8.15) 
Jo Ι Jo ) 

where ^ ( Γ , £ ' , Ω ) is the angular flux and 

g ( r ,£ ,£2) = 5 ( Γ , £ , Ω ) + 

1 

dE'^iE' ->Ε,α' ->ίΙ;τ)φ(τ\Ε\Ά') 

dE'VΣf(E\τ)φ(τ,E\Sl') 

= 5 ( Γ , £ , Ω ) + J dSl'j dE'φ(τ,E\Si)Q(E' -^E;Sl' ^ Ω ; Γ ) . (8.16) 

In the equation for S is an independent source, Σ ( . . . ) is the differential scattering 
cross-section and ;\;( . . .) is the fission spectrum. 

Let us now consider a heterogeneous medium composed of a random two-phase 
microstructure as illustrated in Fig. 8.1. 

We define FO{T) to be a function such that it is unity in phase 1 and zero in phase 2. 
Since the phases are randomly mixed, FQÍT) will be a random function and hence when 
its statistics are given the statistics of the resulting random solution are also, in 
principle, calculable. In Fig. 8.1, A¿ is the phase 1 intercept of the zth lump and we 
define the phase 1 intercept fraction F(r,l) as 

1 

1 
7 J 

dsFQ(r—sQ,), (8.17) 

where / = 
The calculation of the actual probability distributions for F(r, 1) involves knowledge 

of the physical construction of the material and wiU not be easy to obtain. However, 
certain assumptions will be made and we shall find that the distribution function 
p(F\r,\)dF, i.e. the probability that F(r,l) lies between F a n d F+dF, will be of interest 
as also will the joint probability density function P(F,Fo(r),Fo(r-l)|r, l)rfFo(r) 
dFo(r-i)dF. As an example of the meaning of /?(F,r,l) let us assume that Fo(r) = 1 
and Fo ( r - l ) = 0, then ρ dF is the probability, given r and 1, that the vector 1 intercepts 
between / F a n d l{F-\-dF) of phase 1, originates in phase 2 at (r—1) and terminates in 
phase 1 at r. 

In terms of our two phases and the functions F and FQ, we can rewrite the integral 
eqn. (8.15) as follows: 

^ ( r ,F ,Ω) = Í " í / / e x p { - / Σ 2 ( F ) + F ( r , l ) Δ Σ ( F ) } ^ ( Γ - / Ω , F , Ω ) , (8.18) 
Jo 

where 

^ ( Γ - / Ω , £ , Ω ) = 5 ( Γ - / Ω , F , Ω ) + \ dSi' dE'φ{τ-lSí,E\a') 

x { Ö 2 ( F ' - > F ; Ω ' - > Ω ) + F o ( Γ - / Ω ) Δ ρ ( F ' - > F ; Ω ' ^ Ω ) } . (8.19) 
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FIG. 8.1. A randomly dispersed two-phase mixture. The vector Ω denotes direction of neutron 
motion and Δ,· is the intercept through the /th component of phase 1 in the direction Ω. 

^2^{E) is the total cross-section in phase 2 and the difference in cross-sections 
or sources between the two phases is written Δ Σ or Δ 5 as the case may be, e.g. 
Δ Σ = Σ 1 - Σ 2 . 

As we stated above, given p{F) and p{Fo) we can calculate ρ{φ) and hence obtain 
the mean value as 

< ^ ( Γ , ^ , Ω ) > = J αφρ{φ)φ (8.20) 

and the covariance functions. In this section, however, we shall concern ourselves only 
with mean values. 

Let us now statistically average eqn. (8.18) as it stands to obtain 

< ^ ( Γ , £ , Ω ) > = ί " ί / / 5 ( Γ - / Ω , £ , Ω ) ^ - ^ Σ . ( £ ) < 6 
Jo > 

+ Γ 
dl dSl' dE'e-'^'^{Q^(E' ^E;Si' - > Ω ) 

χ(€-'^^^^^φ(τ-ΐα,Ε',α')) + ΑΟ(Ε' - > £ ; Ω ' - > Ω ) 

χ (Ε,(τ-1)β-^^^^^^φ(τ-ΐα,Ε',α')}}. (8.21) 
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+ dl 
0 

ί / Ω ' 

χ{Σ,(Ε' -^E;Sl' ->Sl)+Vg^i{E)^Σ(E' - > ^ ; Ω ' - ^ Ω ) } , (8.24) 

where V is the volume fraction of phase 1 and and g^i are microscopic self-
shielding factors defined as follows: 

Jo 
= ^-νίηιι{Ε)ΙΑΣ{Ε)^ (8.25) 

^j7^e-iFA^iE)y ^ rWiWo/7(F,Fo|/)Fo6-̂ ^̂ 2(̂ > 
Jo Jo 

= Κ ^ ^ , ( £ ) ^ - ^ ^ - * < ^ » Δ Σ ( Ε ) , (8 26) 

In g e n e r a l , a n d are dependent on / so that the normal transport kernel 
for a homogeneous medium does not arise in the equation for (φ). 

When the assumptions made in 1 and 2 do not hold, then the problem becomes 
much more difficult. In particular φ and Σ ^ are closely correlated at thermal energies 

We observe immediately the problem of closure which bedevils all attempts to solve 
statistical problems by direct averaging. In this case it is necessary to make some 
assumptions regarding <exp{-/FAZ}^>. The only case in which an explicit result for 
{φ) is available from eqn. (8.21) is for a non-scattering, non-fissile material, i.e. a 
purely absorbing material with an inhomogeneous source term; we then must evaluate 
<exp{ — / Μ Σ } ) which, given the statistics of F , is straightforward and unambiguous. 
In any other situation F and φ are not statistically independent variables and it is 
therefore not necessarily permissible to write 

{Ρ,β-^^^^φ) = {Εοβ-'^^^ΧΦ}, (8.22) 

In view of this difficulty certain physical properties of the system are introduced which 
enable the following assumptions to be made: 

1. Above resonance energies, Δ Σ is so small that (φ — (φ})ΚΦ} is negligible com
pared with unity (this implies that the microscopic self-shielding factors are 
nearly unity). 

2. The major contribution to the scattering-in integral is due to the scattering of 
epithermal neutrons. For hydrogenous substances this is certainly valid, although 
the assumption could not be expected to hold in the thermal neutron region 
less than 1 eV. On this assumption, however, we can write 

^^-ΐ(Σ,(Ε)+ΡΑΣ(Ε))^^^(^Ε' ^Ε,ςΐ' - > Ω ) + ^ Ο ( γ - / Ω ) Δ Σ ( ^ ' - > F ; Ω ' - > Ω ) } 

Χ ^ ( γ - / Ω , £ ' , Ω ' ) > ^ < ^ - ^ ( Σ . + ^ Α Σ ) { . , . } > < ^ ( γ - / Ω , ^ ' , Ω Ο > , (8.23) 

since, by assumption, at the energies which contribute most to the scattering 
integral, φ ^ <^>. In the absence of a fission source, therefore, we may write a 
closed equation for (φ) as follows: 

<^(r , J^,Ω)> = Γ"í//.S(Γ-/Ω,F,Ω)β-"Σ^(^)+ω^)FΔΣ(£)] 
Jo 
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(8.27) 

where α is a non-random variable which may, however, depend upon r, Í2 and E, 
From eqn. (8.27) it follows that 

<Φ-ΦΑ} = 0, 

(Φι) = ensemble average of φ in phase 1 = -p̂  (φΕο) ^ οί{φ}, 

{φ^} = ensemble average of φ in phase 2 = 
l-V 

hence we have for α the definition 

α = <φΡο>ΐν(φ} 

(8.28) 

(8.29) 

(8.30) 

(8.31) 

(8.32) 

the evaluation of which will be discussed below. 
Using the approximation for φ given above, we may now write the stochastically 

averaged equation for (φ) as follows: 

(φ(τ,Ε,εΐ)} = ί^α^χρ{-ί[Σ,{Ε)+/^,(Ε)νΑΣ(Ε)]}{3{τ-ΐα,Ε,ςΐ) 
Jo 

+ hsi'jάΕ\φ{τ~ΙΆ,Ε\Ά')}[α^(Ε')ρ,(Ε' ->E;Sl' - ^ Ω ) 

+gmÁE) VA{a(E') Q{E' ->E;Sl' ->Ω))]}, (8.33) 
where A(ocQ) = aQ^-oc^Q^. 

The unknown factor a, in effect, can only be evaluated once (φ) is known: clearly 
an undesirable situation. However, a reliable estimate of α can be obtained by writing 
eqn. (8.18) in the integro-differential form and statistically averaging at that stage. 
We then obtain Ω . V<^(r , £ , Ω)> + < Σ ( £ , Γ ) ^(r, R, Ω)> 

= S(r,E,Sl) + dSl' 
αΕ\φ(χ,Ε\ςΐ')α{Ε' ->E;Si' ^ Ω ; Γ ) > . (8.34) 

Using the approximate form for φ in this equation and reconverting it to integral form 
leads to 

(φ(τ,Ε,ςΐ)) = ϊ^α1^χρ{-1[Σ^(Ε) + α(Ε)νΑΣ{Ε)]}{Ξ(τ-ΐα,Ε,Ά) 

+ J ^ Ω ^ άΕ'{φ{τ-ΐςί,Ε\ςΐ'))[α^{Ε' -^Ε',ςΐ' - > Ω ) 
+ α{Ε') VAQ(E' ^ ^; Ω ' ^ Ω)]} . (8.35) 

Comparing the powers of the exponential term in eqn. (8.35) with that in eqn. (8.33) 
allows us to set a 2:i We therefore have a closed equation for (φ). 

where their product contributes most towards the fission source x(E)Rf. To overcome 
these difficulties, Randall makes the assumption that φ can be approximated in the 
following stepwise manner from phase to phase, viz. 
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+ άΕ'{φ{τ-ΐςί\Ε\ςΐ')) Qeu(E' Ε; Ά - > Ω ) } (8.36) 

and compare it with eqn. (8.33), we can identify the effective cross-sections as follows 
provided that g^i and fmi are independent of /, viz. 

Σen(E) = Σ2(Ε)[\ - ν/^Ε)] + Σ,(Ε)^(Ε) F, (8.37) 

+ Vfmi(E')gmi(E) Q,{E' J ;̂ Ω ' - > Ω ) . (8.38) 
In general these effective cross-sections will not be independent of / or indeed of the 
source S. If the dependence on / is too strong then it may be necessary to solve the 
" exac t " equation for {φ) or to reduce our demands on the effective parameters. For 
example, by integrating over the angular dependence of {φ) we would have an 
equation for the total flux, and an attempt to find effective cross-sections that pre
served this scalar flux might produce results less sensitive to geometry or source. The 
effective cross-sections may also be allowed to depend on position in some deterministic 
way. It is important to ensure, however, that irrespective of the method of obtaining 
effective cross-sections, the product of cross-section and flux produce the true reaction 
rate. Thus whilst in principle <Σ^) is the true reaction rate, Eeff should be arranged so 
that ΣβίΓ <^> is as close as possible to this exact value. 

8.5. The microstructure distribution function 

Any further progress in this problem requires the specification of ρ{Ε^,Γ\1) and 
p{F\l). These are difficult to obtain and most calculations to date either oversimplify 
the problem or are intractable. However, some convenient analytical forms, based 
partly on phenomenological arguments, have been obtained for ρ{Ε^,Ε\1) and p{F\l) 
by Randall in terms of the following experimentally obtainable parameters: 

V= volume fraction of the lumps, 
μ = mean particle intercept of a lump, 

σ | = variance of the particle intercepts. 

Methods for measuring these parameters can be found in Allio and Randall (1962). 
The actual distributions themselves are as follows: 

F 7 
F ; ^ , ( l - F O / / r (8.39) p{F\l) = Pom+PAE-\) + U-Po-Pi]ß 

p{F,Fo\i) = {PoKF)H^-Po-Pi)ßiF; F 7 / r , ( i - n / / n ( i - ^ ) } W 
+ {ΡΛΕ-1) + (1 -Po-PiMF; F7 /r , ( l - r)lir]F}S(Fo-1), (8.40) 

Whilst the equation for {φ) would provide an adequate description of neutron 
transport in the microstructure, it would be more convenient to solve a conventional 
transport equation for a homogeneous medium with effective cross-sections which 
themselves take into account the heterogeneity of the medium in a suitable weighted 
fashion. Thus if we write the homogeneous transport equation as 

< ^ ( Γ , ^ , Ω ) > = i " j / e x p [ - f f i e f f ( F ) ] { S ( r - / ß , £ , ß ) 
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where PQ = (I- F ) e x p { - - V)} is the probabihty of zero coverage, 

Λ = F e x p { - / M 

is an approximation to the probabihty of full coverage, Γ is a measure of the average 
particle size defined by 

r-Ml-K)|,+<-f(j3jA_j, ,8 .4,) 

and ß[F; χ,y] is the y^-distribution given by 

ßlF; x,y 

with B[x,y] the yó^-function, defined as 

These distributions whilst rather complicated have been deduced by the use of exact 
limiting theorems proved by Halperin (1959) and interpolation using a number of 
probabihty arguments based on the "Polya Urn Scheme" (Feller, 1957). It may be 
verified that ρ(Ρ,Ρ^\1) when integrated over FQ leads to p(F\l). Moreover, the mean 
and variance of F f r o m eqn. (8.39) are 

F = V (8.45) 

and F^-F^ = [ λ Ο - n + ^ J ^ - n + ̂  0 - + Γ / / ) , (8.46) 

In addition it may be shown that a distribution which preserves the same mean and 
variance as eqn. (8.39) is 

K , , . ( , - i l V , . ) . ( ^ ) 4 . ; ( 0 ( i - ) @ ] , 
which may be easier to handle. 

8.6. Microscopic self-shielding factors 

Using the distributions in the previous sections we can evaluate and We 
find after some algebra that 

and {F^e-'^^^y = P^e-'^^-l·(l-Po-P^)rΦ ψ+Ι,Ι + Ι; - / Δ Σ 

^ gmiVe-''''-'^^ (8.49) 

where Φ(α,ο; χ) is the conñuent hypergeometric function. 
Equation (8.48) has an interesting physical interpretation if we set Σ2 = 0 and 

ΔΣ = Σι, i.e. have a voided system. In that case, PQ is the probabihty of neutrons 
intercepting no phase 1 component, with unity as the transmission factor, (1 —PQ—P^) 
is the probability of neutrons intercepting some phase 1 with Φ [ . . . ] the transmission 
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factor and, finally, Ρχ is the probability of neutrons intercepting phase 1 only and 
exp ( - /Σι) their transmission factor. 

From the definitions of and grru we readily find that 

and 

Λ β - ' Δ Σ + ( 1 _ ρ ^ _ ρ ^ ) Κ ' φ 'V'l I 
^ ' + Ι , ^ , + 1 ; - / Δ Σ 

Ρ ο + Λ β - ' Δ ^ + ( 1 - Ρ ο - Λ ) Φ 
(8.51) 

It will be observed that, in general, the self-shielding factors do depend on /. 
Before we discuss these factors in any detail, it is worth noting that a much simpler 

approach to the calculation of transmission factors through boral slabs has been given 
by Burrus (1960). His arguments are based on a purely absorbing medium and result 
in a total, orientation-averaged value. He argues that the transmission probability Τ 
for a slab of thickness / containing lumps of mean chord length / is given by 

T= ΣΡηΤ{η), 

where Ν = tjí, is the probability that a ray will encounter exactly η lumps in 
traversing the slab and τ(«) is the probability that a neutron will penetrate η slabs. 

Assuming a random distribution, the probability P^ is given by the Bernoulli 
distribution, viz. ^ 

P^= VHl-VyQ. (8,52) 

Now if F is the probabihty that a neutron will not penetrate a lump, then (1 —F) is 
the probability that it will penetrate. The probability τ(η) of penetration of η lumps is 
therefore (1 - F ) ^ . The transmission factor Tis now given by 

^ ÍN\ 
T= Σ F ^ ( l - F ) ^ - « ( 1 - F ) ^ 

= [l- VF]^, (8.53) 

According to transport theory (Case, de Hoffmann and Placzek, 1953) F = /Σ(1 —Pc)> 
where Pc is the self-colhsion probabihty of the lump and 7 = 4 χ volume of lump/ 
surface area. Pc is extensively tabulated for various shaped lumps but a reasonable 
approximation for any shape is given by Wigner's rational approximation Pc Σ// 
(1 + Σ / ) . If we are to equate Τ to an expression of the form Τ = e x p { - νΣβπΤ}, then 

is defined as ^ 
^ ^ , , = . - ^ l n ( l - F F ) . (8.54) 

It should be noted that the material between lumps is taken as void. 
Calculations based on the above model have been made by Burrus for a boral 

sandwich rolled to a thickness of 0· 125 in. with the B4C-AI mixture 0 0 8 5 in. in 
thickness. The overall volume fraction of the absorbing lumps, which were assumed 
to be spherical in shape, was 2 5 % . For different size groups with average particle 
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0-8 

FIG. 8.2. The self-shielding factor as a function of Ι/μ for various values of μΑΣ. The value 
of F = 0-4 and (l-l·σl|μ^) = M25. (From Randall (1960) USAEC, KAPL-M-CHR-2.) 

0 ^ V ^ 10 . Figures 8.2 and 8.3 show some typical results obtained. C l e a r l y , a n d 
g^i are not independent of /; however, the figures show that over an appreciable part 
of the domain they are relatively insensitive to it, generally for Ι/μ > 5. If therefore 
we are to apply our effective cross-sections usefully (i.e. independent of / and hence 
effectively homogeneous) it is necessary to ensure that the effective mean free path, 
Aeff, of neutrons is very much greater than 5μ; we can then expect most neutrons to 
have paths greater than 5μ. It is worth while considering the consequences of requiring 
/ > 5μ. Certainly if L is some characteristic dimension of the body we should have 
L > 5μ, therefore the body must be large compared with the microstructure. In 
addition, we know that Xett Ißetu thus our limitation becomes equivalent to 
1 > 5μΣβη 5μ(Σ2-\-ν/^ί^Σ). Considering B 4 C and UO2 dispersion in zircaloy 
(phase 2, Σ2 = 0) and assuming μ = 100 microns, we find that for natural B 4 C , 
/ ίΔΣ Í:̂  0-5 in the thermal group and for highly enriched UO2 it is about 0 1 0 . For 

diameter varying from 0009 in. to 0.038 in, the transmission factor calculated for 
2200m/sec neutrons was 0076. This is to be compared with a value of 00015 
obtained from the homogeneous approximation of volume weighted cross-sections. 
Results such as these clearly demonstrate the importance of a detailed treatment of 
the microstructure. 

Let us return now to and We would, of course, like to find that these 
quantities are insensitive to / in practical cases and thus only dependent on the 
microscopic properties of the two phases. A series of numerical calculations of / ^ j -
and gmi has been made by Randall for the ranges 0 ^ Ι/μ ^ oo, 0 ^ /^ΔΣ ^ 3, 
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I/μ 

FIG. 8.3. The self-shielding factor gmi as a function of ΙΙμ for various values of /^ΔΣ. The value 
of F = 0-4 and (Ι + σ-χ/ζ̂ )̂ = \.\25, (From Randall (1960), USAEC, KAPL-M-CHR-2.) 

these values the inequalities become 0 4 > V for B4C and 2 > f ^ i V for UO2, 
where fmi 0^ 0-85. Volume fractions must therefore be very much less than 0-5 for 
B4C and unity for UOg. Further examples are given by Randall who stresses that in 
any particular problem all contributing factors should be considered before applying 
the factors fr,^^ and g^i: it is essential, for example, to make sure that the case under 
investigation falls into the region where f ^ i and g^i are relatively insensitive to /. 

In connection with the general approach developed above by Randall, it is of 
interest to note that considerations of the effect of randomness on the first night 
probability have been made by Barrett and Thompson (1969) in connection with 
boiling and the consequent two-phase nature of the moderating medium. Boiling is a 
problem which should in principle account for the simultaneous effect of space and 
time in determining its stochastic effect on neutron behaviour since the two phases are 
themselves time dependent, as opposed to the situation discussed above. Nevertheless, 
any progress, however limited, in this difficult subject is worth while. Barrett and 
Thompson are concerned with the effect of the vapour voids on the collision probabili
ties involved in the solution of the integral transport equation. They assume that 
scattering is isotropic in the laboratory system of coordinates and can therefore write 
an integral equation for the scalar ñux. On application of stochastic averaging and use 
of the closure approximation of eqn. (8.22) (without much justification), they are 
faced with the calculation of statistical averages in the form 

exp -
rx (8.55) 

file:///./25
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e = - - 1 

where p(x,u) = exp[ -σ(w){Mi( l - < α » + Μ,.<α>}χ] (8.58) 

is the "convent ional" average. The results are given in Table 8.1 for 20 eV neutrons 
traversing a path of 4 cm through boiling HgO. 

TABLE 8.1 

<a> 0-5 0-5 0-5 0-25 0-25 0-25 0 1 0 1 0 1 
σ(α) /<α> 0 1 015 025 0 1 1 15 0-25 0 1 0 15 0-25 

e 4-5 10-4 23-4 1 1 2-5 7 1 O i l 0-39 11 

The comment is made that for slug flow where σ(α)/<α> may well be in excess of 0-25, 
the effect of randomness in the medium properties is significant in increasing the prob
ability that a neutron will traverse all or part of the random medium without suffering 
a collision. One might add to this comment that the effect of randomly moving voids 
could have an equally important eff'ect, but whether this would enhance or diminish 
the static eff*ect is not yet clear. We complete this section by referring the reader to 
some work by Yamagishi and Sekiya (1968) which obtains an exact one-speed trans
port theory solution for neutrons diff'using from a plane source in a system containing 
random gaps, distributed in space according to a Poisson probability law. 

8.7. Localized noise sources 

We consider now a heterogeneous reactor and describe a method which will enable 
localized noise sources to be described. Such sources can arise, for example, from the 
random vibration of fuel elements or control rods, uncertainties in the fissile or absorb
ing concentration of each rod due to variations in manufacture (as described in the 
last section), random variations in the mean position of a fuel element or control rod 
and finally the variable composition of the moderator due either to manufacturing 
tolerances or the existence of boiling where this exists. 

A mathematical formulation of the above problem is indeed formidable but, 
nevertheless, if we are to employ noise analysis as a method of continuous surveillance 
of reactor behaviour with the aim of incipient malfunction detection then such a 

^(y,u) being a random variable (cross-section at position y, lethargy u). The statistical 
average has been rewritten as 

(pix,u)} = \\xp[a(u){Mj^(\-oc) + MyOc}x]P(oc)doc, (8.56) 
Jo 

where ML is the molecular concentration in the liquid phase and My in the vapour 
phase, α is the total void fraction along the path of length χ and P(a)doc is the prob
ability that a neutron travelling a distance χ will encounter a void fraction between α 
and oc + da. 

In the absence of detailed knowledge of the statistics of the local void distribution 
a number of probabihty laws are tried, the most consistent being a Gaussian with 
mean value <a> and variance σ^(α) in the range 0 ^ α ^ 1. We shall not write down 
the expression for (p(x,u)} here but simply give the values of the factor 

'(pix,u)} 
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k 

+ Σ 
k 

k,i J 

dz\\-ßy,{z')\rjk{z')yk{z')my,{z\t\z' -> ^,z)N(%^,tXz\t) 
0 

dz'Ay,j(z')ßkj{z')7juyy,(z') [ dt'K,{%^,{z\t\z' ->ξ ,ζ) 
0 0 

x e x p [ - A k , , ( z ' ) ( í - í ' ) ] m ( z ' , í ' ) , z ' , í ' ) + S(? ,z ,0 = o, (8.61) 

complete treatment will, in principle, be necessary. To put it otherwise, it is not 
sufficient to know that a malfunction is present, as one might obtain from a homo
geneous reactor model, but to pinpoint the source of the trouble. The only way in 
which this can be done is to build into the model the location of the important noise 
sources. 

It is clear that a detailed heterogeneous transport theory calculation or even 
diffusion theory approximation will not be profitable except perhaps at the expense 
of substantial numerical work on a specific system which, in turn, would not lead to 
generalizations of any significance. It is therefore necessary to examine other methods 
of representing the situation and an obvious choice is the so-called source-sink method 
(Horning, 1954) or, as it is better known, the method of Feinberg and Galanin 
(Galanin, 1960). In this method, the fuel elements and control rods, and indeed any 
isolated component, are represented as a line sink of thermal neutrons and, in the case 
of fissile components, as a line source of fast neutrons. Such a description is naturally an 
approximation since it neglects the finite size of the element concerned and treats it 
as a filament. Nevertheless, there are considerable advantages to be gained by this 
method which compensate for the assumptions involved. 

Let us consider, then, a reactor system with axially orientated fuel elements, each of 
differing composition and located at points in the system denoted by the two-dimen
sional vector ?k(^5 0» where ?k = {Xk^.ykX and being integers locating the 
element in the lattice. We note, however, that because an element may be bent or in 
vibration, the location in the (x,y) plane will depend on axial height ζ and time t. 
With this definition of the element's position, we can define mathematically the effect 
of any element on the thermal neutron behaviour by the absorbing term 

7k(z )M5k (z ,0 ,^ ,0^(?-5k (z ,0X (8.59) 

where y^{z) is the strength of the absorber at axial position ζ (Galanin's constant), 
N(%,z,t) is the thermal neutron density at the point (x,y,z) at time t and the delta 
function shows that the element is a line filament located at ?k(^,0- In the case of a 
fissile element we can represent the number of fast neutrons born at ?k(^',0 leading 
to thermal neutrons at the point (ξ,ζ) by the expression 

Vi.{zln{z')muiz\t%z' ->^,z)N(%^{z\tlz\t), (8.60) 
where Κ(ζ\ζ' - ^ξ , ζ ) is the slowing-down kernel, assuming instantaneous slowing 
down, and Vk(z') is the thermal fission factor at (%]^(z\t),z') (i.e. the number of fast 
neutrons produced in fission per thermal neutron captured). 

With these definitions in mind we can write for the complete reactor the following 
balance equation, 

^-^^f^ = ν.Ζ)ο(ξ,ζ ,θνΛΓ(ξ,ζ ,0-^^Σ«^(ξ,ζ,ΟΛ^(ξ,ζ ,0 

- Ση (ζ) iV(?k (ζ, ti ζ, O δ(% - ξ , (ζ, 0 ) 



Random Phenomena in Heterogeneous Reactor Systems 159 

where ßk,i(z) is the delayed neutron fraction of the ith group at the position (ξι,,ζ), 

Ak,¿(2) is the corresponding decay constant of the delayed neutron precursor and 
L = L(%,t) is the height of the reactor which due to motion of the boiling boundary 
may be random. . . ) is the slowing-down kernel for neutrons born from the ith 
delayed neutron precursor. 

We note in the above equation that is a random variable in space and time 
because of possible random vibrations of the elements; however, even for no vibration 
the time-independent quantity 5k(^) could be random, corresponding to manufacturing 
and/or assembly error. Apart from intrinsic fluctuations due to fission, and can 
be random due to non-uniform burn-up or manufacturing tolerances or temperature 
changes. Similarly, if the moderator is boihng water, DQ and ¿ ; Σ « ^ are random 
functions of space and time due to bubble formation and collapse: even in solid 
moderators DQ and νΣ^ could fluctuate due to irregularities in the physical compo
sition. Coupled with these equations we have the corresponding heat-transfer and 
fluid-flow feedback equations. 

Basically, there are two separate ways in which the parameters entering the above 
equations can be random. To understand this we must recall that the coefficients DQ, 
γ Σ ^ , η , γ , etc., are all parameters averaged over the thermal neutron spectrum. The 
simplest case is that of νΣ^^ which we may write as Nam νσ^^Α where Nam is the number 
density of absorber atoms and vaam is the microscopic reaction rate for capture 
averaged over the thermal neutron spectrum. Nam = Nam(^,0 be a random 
function of position and time, in general, because of the changes in its value caused 
by boiling and other mechanical eff'ects. On the other hand, vaam will depend upon 
the physical temperature of the moderator through its effect on the thermal neutron 
spectrum. Do is similarly related to Ννσ for scattering, also η and γ whilst depending 
on self-shielding factors will be similarly affected, although for solid-fuel elements the 
diflScult problem of boiling will not aff*ect the associated number density in the particu
lar element. 

It is clear from this discussion that no further progress can be made without a 
knowledge of the temperature distribution in the system. This temperature distribution 
arises from power production within the fuel elements, its conduction to the surface 
and subsequent transfer to the coolant. In addition, the coolant velocity will be 
determined by the rate of heat removal necessary to balance the power production. 
The bubble formation in the coolant will depend on the surface nucleation sites on 
the fuel element surface, which will also affect the heat-transfer coeflBlcient. Turbulent 
pressure fluctuations, whose amplitudes depend on coolant velocity, will cause fuel-
element and control-rod vibrations which in turn aff'ect reactivity as indeed do all of 
the random sources mentioned above. The complexity of the problem is clearly 
immense; nevertheless, under certain Hmited conditions a formalism for dealing with 
these problems can be developed even if considerable further development is required 
to incorporate it into a complete description. We begin our discussion of this formalism 
by discussing the heat-transfer and fluid-flow aspects of the problem; we shall later 
discuss the problems of random vibration, heat conduction and convection and also 
a statistical model of boiling. 
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FIG. 8.4. Schematic diagram of a cell in a reactor used for studying the heat-transfer problem. 

fins. Figure 8.4 is a schematic diagram of the situation. For completeness we assume 
that the coolant is a liquid. The neglect of interactions between cells might well have 
to be relaxed in practice since it might be of interest to study the effect of fluctuations 
in, say, the coolant flow of one channel on the heat-transfer rate in another. Similarly, 
in the case of a boiling-water reactor, where moderator and coolant are one, it may 
well be more profitable to consider the reactor as a whole, with localized heat sources 
but with suitable approximations for the Navier-Stokes equations in the fluid. Let us 
for the moment, however, simply consider the unit cell approach. 

The fuel element in the neutronics eqn. (8.61) was, it will be recalled, treated as a 
line filament of infinitesimal radius. This is convenient in the context of neutron 
absorption and emission but not when the detailed properties of the heat generation 
within it have to be calculated. Thus in our Fig. 8.4 we show the filament as it really 
is and consider the heat balance within it. Neglecting the cladding and fins, we can 
write down the equation of heat conduction as 

(8.62) V.fc(r,i)Vr,(r,i)+ß(r,0 = 

where 7>(r,i) is the temperature in the fuel element, Q(T,t) is the heat source term due 
to fission and k(T,t) is the coefficient of thermal conductivity. There are, of course. 

8.8. Heat transfer and fluid flow 

In principle, to describe the way in which heat is transported from the fuel elements 
in a reactor we should write down the complete set of Navier-Stokes equations for a 
compressible fluid in turbulent flow with heat sources determined by the power 
produced at the points (?k,z). It is clearly an unrealistic hope to expect that any result 
of practical value will result from such a step and it is necessary to seek a less ambitious 
approach. One such method is to consider the heat balance in a single cell of the 
system (e.g. the cell surrounding the kth element) and to neglect any interaction of 
this cell with adjacent cells, at least as far as heat transfer is concerned. Consider, 
therefore, a simple cell in which there is a solid moderator surrounding an annular 
region containing coolant which, in turn, surrounds the fuel element with its associated 
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boundary conditions for this equation which Hnk the temperatures in adjacent media. 
Thus at a surface we would normally have continuity of temperature and heat flux 
q = —kVT. In practice, because of the approximations that have to be made to 
describe the heat transport in the coolant and because of uncertainties in the complete
ness of thermal contact between the two media, the boundary conditions that are 
often employed are somewhat modified. 

The randomness in the above equation can arise in several distinct ways: (1) random 
heat generation, i.e. random Q; (2) random boundary conditions, due, for example, 
to variations in the surface temperature arising from the coolant; (3) random material 
properties, these affect Ä:(r, t) and could be present in the ceramic fuels discussed in 
Section 8.4; (4) random geometry, this is due to surface roughness and leads to a form 
of random boundary condition. Clearly, solutions of this equation subject to one or 
more of conditions (l)-(4) will require the methods described in Section 8.2. Before 
attempting such a procedure, however, it is necessary to consider the form of the 
heat-transport equations in the surrounding coolant. 

If the coolant were in laminar single-phase flow it could be described by the Navier-
Stokes equations appropriate to annular geometry and supplemented by an appropri
ate equation of state. It might then be possible to obtain a solution, if not analytically, 
then possibly by numerical methods. However, such an ideal situation is not the case 
and even a single-phase medium in turbulent flow would present insuperable diflS-
culties as far as any analytical solution is concerned (Hinze, 1959). Two-phase flow 
makes the problem even more difficult. The present state of knowledge regarding 
convective heat transfer, i.e. that involving the coolant, is strictly limited and the 
prediction of the rate at which heat is convected away from a solid surface by an 
ambient fluid involves a thorough understanding of the principles of heat conduction, 
fluid dynamics and boundary-layer theory. As we have explained, such an investiga
tion is beyond the power of present analytical methods and the pragmatic approach 
is taken to lump together all of these eff'ects in terms of a single parameter by the 
introduction of a law of cooling (á la Newton). Thus if Tf(Ts,t) is the surface tem
perature of the fuel element and Tc the temperature of the coolant, we write for the 
heat flux q from fuel to coolant 

q = h(T,(T,j)-Tc) (8.63) 

which, using the relation q = —kWTf, leads to the boundary condition 

Vr . lr, = ~(T,(T,,t)-T,). (8.64) 

h in eqn. (8.63) is called the heat-transfer coefficient. It is not an intrinsic property of 
the material as is k, but depends upon the composition of the fluid and on the nature 
of the flow and type of geometry of the surface. It is a macroscopic quantity, a 
" fudge" factor, which attempts to represent an effect without containing any explana
tion of it. Although theoretical methods exist for calculating A, they are not entirely 
satisfactory and it is usually found experimentally in terms of the well-known groups 
of non-dimensional numbers (see eqn. (6.95)). As we have seen already, h is generally 
very important in the generation of noise sources in reactors at power. However, in 
view of the fact that it enters the problem via a boundary condition, it will clearly be 
a surface noise eff'ect and a spatial study of the problem will reveal some differences 
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T(T,t)u(T,t)p(T,t)C(Tj)dA, (8.65) 

In general, it should be noted that is a function of channel height ζ: is referred 
to as the bulk mean value. Also of importance in this integral formulation of the 
coolant heat-transport properties is the mean fluid velocity, U, in the passage, which 
we define as . ^ 

U{2,t) = ¿ Γ p{x,t)u(r,t)dA = (8.66) 
^Pc JA ^Pc 

where Pc is the density evaluated at the temperature Γβ. 
Any other physical quantities which enter into the calculation such as thermal 

conductivity k, viscosity μ, specific heat C are all assumed to be evaluated at and 
to be given a subscript c. The shape and size of the channel and its heated surfaces are 
characterized by an eff'ective diameter, rf, defined by 

where S is the total perimeter of the channel including the perimeters of any separate 
fuel rods, etc., that it may contain. 

In general, the experimental data which correlate all of these variables may be 
grouped as follows: , , 

where the Stanton number St = hIpUC, the Reynolds number Re = ρΐ/α/μ and the 
Prandtl number Pr = Cμ|k, 

It is the Stanton number which is concerned with heat transfer, whilst the Reynolds 
number determines the nature of the flow in the system. The Prandtl number is 
basically a physical property of the heat-transfer fluid and, apart from a temperature 
dependence, is not affected by the geometry or other engineering constraints. To com-

when compared with the corresponding point model calculation. An example of this 
will be given later. What now of the equation for the coolant in the channel? We 
cannot use the Navier-Stokes equations because of their complexity: we must there
fore consider some semi-empirical model which accounts in an average way for 
turbulence but still retains some effect of the space-time behaviour of the fluid tem
perature. We shall consider single-phase flow only at this stage. 

In eqn. (8.63) the exact definition of T^, the coolant temperature, was not given: in 
fact it is a rather ambiguous quantity in view of our decision to abandon the use of 
the Navier-Stokes equations. However, let us consider the situation where the fluid 
flows through a passage bounded on all sides by surfaces through which heat passes 
into the fluid. The fluid temperature varies across the passage and we must characterize 
it by some appropriate weighted average. In this connection, the most useful average 
temperature is that which, when multiplied by the mass flow rate, and its specific 
heat, Cc, gives the net transport of heat along the passage. This has the advantage of 
preserving the correct heat flow. 

Now if A is the area of the passage, T{x,t) the temperature of the fluid at ( r , 0 , 
w(r ,0 the corresponding velocity, ρ the fluid density and C(r, i) the specific heat at 
temperature Γ, we can write 
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+ 2nbk^^ 
\a+A dr 

+ A,Qc(z,tl (8.70) 

kci and k^^ being the thermal conductivities of the cladding and moderator, respec
tively. Integration of the equations of thermal conduction in the three regions over 
their corresponding areas shows that 

qs(z,t) = AfQf(z,t) + AciQci(z,t) + A^Q^(z,t) + AcQo(z,t) 

-AfPfCr ψ-A,,Pc^Cc^ ^-I^-A^p^C^ ^ \ (8.71) 

where a bar indicates an average over the corresponding domain in the radial 
coordinate. 

We have then a set of four equations which, together with the boundary conditions 
of continuity of heat flux, enables the temperature at any (z, t) to be obtained in the 
cell components. The special case of steady-state temperatures with uniform radial 
heat generation in the fuel only and a cosine distributed heat source β / ( ζ ) = QQCOSBz 

is a standard problem in reactor heat transfer (El-Wakil, 1971). A number of interest
ing time-dependent problems are discussed by Stein (1957). 

plete the picture of this semi-empirical approach to heat transfer we define the Nusselt 
number Nu = hdjk = S t . R e . P r and the Peclet number Pe = Re .Pr . We have 
already encountered various forms for St in our point model analysis in Section 6.7. 

Whilst the spatial dependence of the coolant temperature has been averaged out in 
the plane perpendicular to its flow, it still has an important variation in the axial 
direction which can be described with some accuracy. Also, it should be added, the 
area-averaged values apply only to a particular cell and Γ^, U, etc., will, in general, 
vary from channel to channel, i.e. will depend on the \i{k^,1<:^ of eqn. (8.61). 

In the fuel region, heat transport is by conduction. Thus if we neglect the axial flow 
of heat, the heat-balance equation at a height ζ from the centre of the reactor can be 

written ^ ^ gr^(r,z ,0\ ,n(y.f\ η r ^Tf{r,z,t) . 

where r is the radial coordinate relative to the centre of the cell, fc/, Pf and Q are 
thermal conductivity, density and specific heat, respectively, of the fuel material. 
Tf is the fuel temperature and Qf is the amount of heat generated by fission deposited 
directly in the fuel. Similar equations can be written for cladding and moderator with 
the appropriate values of k, ρ and C and also remembering that a certain amount of 
heat is generated there by radiation and neutron energy degradation. 

The equation for the coolant temperature is less precise since we are unable to 
calculate its radial dependence (or at least have decided against such an attempt). We 
can therefore write down the fohowing equation for unit length of coolant: 

A.C.P. V{z,t)'^ψΐ) = g,(z,t), (8.69) 

where Cc is the specific heat, pcAc is the mass per unit length, U(z, t) is the mean fluid 
velocity and qs{zj) is the heat flux into the fluid from cladding and moderator plus 
any heat generated directly in the coolant. More specifically 
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dzlTT rdrQ,{r,zj) ^ dzA,Q,(z,t) (8.72) 

= μdz2π\ vi:f{r)N{r,zj)rdr. (8.73) 

But in the spirit of source-sink theory we have for the Ä:th element, 

Vk 2πrk 

hence ^ / Ö / ( ^ , 0 = ^ iV(?k,z,0. (8.75) 

Since, in general, the coefficients Do, rjy, and 7k in the neutron balance equation 
are temperature dependent it is necessary to write down additional relationships to 
couple the heat-transfer equations with the neutronics equation. This will require a 
knowledge of the thermal neutron-energy spectrum in the system so that average 
reaction rates may be calculated, e.g. 

[^dEτUE)ΦΛE) 
' , (8.76) 

ΊΕΙΦ^Ε) 

where φ,η(Ε) is the neutron spectrum in the moderator which will in turn depend 
upon Tf, Tc, Tel and T^ (Williams, 1966). In practice we can introduce the idea of 
temperature coefficients and assuming only small changes from some equilibrium 
temperature, νΣ^ηι can be written 

νΣ,^ ^ ( t ; X , J o { l + ^ / ( 7 ^ / - ^ / o ) - M 7 ^ ( 7 i - ^ c O + ^ c ( n - n „ ) + a ^ ( r ^ - 7 ^ 0 } -
(8.77) 

The temperature coefficients oci are obtained from separate calculations. In practice it 
is likely that νΣοζ^ is dominated by the term involving and it is acceptable to write 

^ = ( ^ ) o {1 +0Cm{T^-T^,)}. (8.78) 

Similarly, Tk = (7k)o {1 +0Cfi,(Tf-Tf)} (8.79) 

and 7/urk = (^krk)o {1 -^^fk(Tf-TfJ}, (8.80) 

Thus as far as the temperature coupling is concerned we have a closed set of equations 
which in principle can be solved either deterministically or, in the case that Uk(z,t) or 
Tc(z,t) is a random variable, in a statistical manner. 

If we consider the situation studied by Greef (1971), discussed in Chapter 6, it is 
not difficult to see that we now have a method for extending his point model approach 

To be precise, the above equations should have associated with them the index 
^ ( ^ 1 5 ^ 2 ) to denote the cell to which they apply. This being the case we can relate the 
heat generation in the fuel, β / , to the quantities appearing in the source-sink eqn. 
(8.61) as follows. 

The heat generated in the fuel element in a sUce dz is 
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8.9. Rod vibration 

We have not yet considered the problem of rod vibration, i.e. the connection 
between ξκ(^?0 and the operational conditions of the reactor. It is clear that vibration 
is caused by turbulent pressure fluctuations in the coolant and is therefore related to 
coolant velocity and thereby to reactor power. A comprehensive survey of this problem 
has been given by Wambsganss (1967). It is pointed out there that, with the exception 
of control rods, the in-core components of a reactor are stationary elements and not 
designed for motion. However, because every structural component possesses mass 
and elasticity it is clear that there is a potential for mechanical vibration provided an 
appropriate source of excitation is present. This source can only be the coolant, either 
directly from turbulence or indirectly if the source of energy comes from pump 
oscillations which will be transmitted by the coolant to the structure. A survey of 
vibrational problems in reactor cores shows that the majority have been flow-induced. 
Typical vibration frequencies are in the range 5-10 Hz. The importance of suppressing 
such oscillations cannot be overestimated since they can lead to reduced clearance 
between rods in closely packed clusters and hence to hot spots. Also sustained vibra
tion increases the failure rate due to fatigue and cracking defects. It is of some con
cern that in practice many vibration problems have not been allowed for in original 
designs but have been eliminated only after reactor operation has shown them to be a 
hazard. 

The basic problem is that the various mechanisms by which the coolant transmits 
energy to a reactor component are not completely understood. However, some pro
gress has been made and three significant areas of qualitative understanding exist, 
(1) vibration of rods in cross-flow, (2) vibration of rods in parallel flow and (3) flat-
plate vibration. Vibrations of rods in cross-flow was recognized quite early in con
nection with flow through heat exchanges. Whilst this is an important topic it is not 
of direct interest in the present context and we shall consider parallel flows only. In 
fact the study of such problems is relatively new, being pioneered by Burgreen et al. 
(1958) in their studies of rod bundles. Experiments were performed in air and water 
and it was observed that, when resonance occurred, it was at a lower frequency in 
water. The vibration frequencies themselves remained fairly constant over a range of 
coolant flow velocities and hence led to the conclusion that the vibrations were self-
excited rather than forced. There was a general trend for the amplitude of vibration to 
increase with coolant velocity. 

A definitive study of this problem has been carried out by Paidoussis (1965, 1966, 
1969) who sets up a force balance equation and obtains a differential equation for the 

to include the effect of spatial dependence. All that is necessary is to assume a constant 
thermal conductivity in fuel and cladding, to set U{z,t) = {U} + ü(t) and linearize the 
equations about some reference values. With appropriate linearization of the kinetics 
equation and use of the feedback terms (8.79) and (8.80) above, the spatially dependent 
transfer function for any channel can be obtained. This task will be straightforward 
but rather tedious since the heat-transfer coefficient, h, is a function of coolant-flow 
fluctuation ü(t) and this variable will enter as a random boundary condition via eqn. 
(8.69). 
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^ ^ ^ - r z ( ^ ä - z ) + ^ f e + ^ ^ z ) ^ + - ^ - ^ i ^ ^ ^ l ^ ^ ( l 7 ) 
= 0, 

(8.81) 

where Q and Cg are coefficients of form drag and skin friction drag, D is the diameter 
of the rod, EI is the flexural rigidity of the rod, M, m are the virtual masses of fluid 
and cylinder, respectively, per unit length, T i s the longitudinal tension, U is the mean 
flow velocity parallel to the axis of the cylinder, ρ is the fluid density and V is the flow 
velocity perpendicular to the rod. 

Physically, the terms arise as follows: the first term is due to flexural restoring forces 
and the second to tension forces. The third term is due to the change of fluid momentum 
as a result of lateral motion and the fourth term is the inertial force. Finally, the last 
term arises from transverse viscous forces on the cylinder (Taylor, 1952). This term is 
in effect the random source excitation since the lateral velocity F i s determined mainly 
by the turbulent nature of the fluid. 

N o attempt was made by Paidoussis to solve eqn. (8.81); instead he used an argu
ment based on non-dimensional groups to obtain a value for the maximum displace
ment ^max and, by comparison with experimental work, has obtained a useful working 
formula for predicting the displacement. Later studies by Paidoussis (1966) are of an 
analytical nature and involve a stability analysis of eqn. (8.81). I t should be men
tioned, however, that there still remains some controversy as to whether the basic 
excitation source is forced or self-excited (Burgreen et al., 1958; Quinn, 1962; 
Paidoussis, 1965). Results pertinent to flat-plate vibration may be found in Wambs-
ganss (1967) and in Schlösser (1962). 

Two important comments can be made at this stage regarding the above discussion. 
The first is that the equation deduced by Paidoussis for the deflection is only one of 
several possible mathematical models. An equally important model is the Timoshenko 
beam which results in a pair of coupled differential equations for the deflection and 
corresponding bending angle. By means of a well-established approximation, the 
bending angle can be eliminated and we again obtain an equation for the deflection in 
terms of the transverse forces acting on the beam (Samuels and Bringen, 1958). Indeed 
all models can eventually be written in the form 

Le(z,t) = F(z,t), (8.82) 

where L denotes a partial diff'erential operator in (z, t) and F(z, t) is the transverse force 
acting at (z, t). The second comment concerns the nature of F(z, t) about which it must 
be admitted very little is known. All that can be said with some certainty is that it 
arises from random pressure fluctuations acting on the lateral surface resulting from 
turbulence in the coolant boundary layer. It will be impossible to obtain theoretically 
any useful statistical information about F other than <F> = 0. It is therefore usual to 
attempt to obtain experimentally the lowest order measure of statistical behaviour of 
F{z, t), namely the covariance 

ß F F ( z i , Z 2 ; t^-h) = <F(z i , í i )F (z2 , Í2)> . (8.83) 

displacement of the beam, e, from its mean position as a function of position, z, along 
the beam at a given time t. The equation takes the following form: 
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Such a programme of research has been conducted at the Chalk River Laboratories 
by Gorman (1969). We shall return to this problem in the next chapter but it is useful 
to state now that a fairly useful analytical form has been found for ΦΡΡ{Ζ^,Ζ<^\τ) in 
terms of three arbitrary constants which can be found by experiment to depend on the 
mean coolant velocity U. With a knowledge of φρρ, and on the basis that the operator 
L is non-random and appropriate boundary conditions for end fixings of the rod are 
known, we can calculate the auto-correlation function of e(z, t). This information will 
be of value in specifying, partially, the statistical behaviour of ξκ(ζ?0 if we note that 

? k ( r , 0 = <5k>+€,(z,/). (8.84) 

If the vibrations are isotropically distributed about the mean value, then 

€k(z ,0 = i e k ( z , 0 + F k ( z , 0 , (8.85) 

where i and j are unit vectors in the {x-y) plane and €^(ζ,ί) is the random variable 
discussed above. 

Finally, then, we now have a completely self-contained system. Given a fixed power 
output for each channel and prescribed inlet coolant temperature the corresponding 
coolant velocity is known, also the heat-transfer coefficient and the corresponding tem
peratures. From these parameters we can calculate rod vibration eff'ects and the way 
in which they feed back on the neutronic behaviour. In addition, if appropriate neutron 
density detectors and thermocouples are inserted in the core it should be possible by 
methods of triangulation to detect the location of any channel which is behaving in 
an abnormal fashion. This Utopian situation has, of course, not been achieved but 
the above theory lays a basis for such a scheme. We shall discuss the details of some 
of the mechanical-statistical problems mentioned above in more detail later. 

8.10. Boiling moderator and coolant 

When the coolant or moderator boils, the number density in the terms involving the 
diflfusion coefficient and absorption cross-sections themselves become random func
tions of space and time. Thus in addition to the treatment of localized noise sources 
by the source-sink method, it will be necessary to treat the distributed noise sources 
due to random absorbing and moderating properties. Even without power-reactivity 
coupling, vibration of fuel elements, or even nuclear noise from the fuel rods, the 
solution of the general Feinberg-Galanin eqn. (8.61) for such a case will present 
formidable difficulties. Indeed, we have seen in Section 8.2 in a "homogeneous" 
system with a fuel density which is spatially random only that the problem has no 
easy solution. When the diff'usion coefficient is random as well, and both space and 
time coordinates are involved, we are faced with a considerable problem. 

In order to obtain some idea of the approximations that it might be possible to 
introduce it will be useful to study the mechanism of boihng and the information that 
is available regarding the statistical behaviour of bubble motion. We have, therefore, 
to examine the problem of two-phase flow and its causes. 

Boihng can take several forms, the most important of which are pool boiling, bulk 
boiling, nucleate boihng and film boiling. Pool boiling arises when vapour is formed 
by adding heat to the liquid by a surface in contact with or immersed in the liquid. 
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0-33 
(8.86) 

Bulk boiling arises when heat is generated within the fluid itself, as, for example, by 
chemical or nuclear reactions: a homogeneous fluid-fuelled water boiler is an example 
(Wilkins, 1945). In nucleate boihng, bubbles form around irregularities on a heated 
surface or around a small vapour nucleus. Film boiling arises when the nucleate 
boiling near a surface becomes so vigorous that the bubbles coalesce to form a con
tinuous vapour film between liquid and surface: this is clearly a situation to be 
avoided in practice since it reduces heat transfer markedly. 

Nucleate boiling is the most important of the above processes as far as normal 
reactor operation is concerned since it is associated with maximum heat transfer; 
however, since we are also interested in abnormal conditions the study of the transition 
from nucleate to film boiling is of importance (departure from nucleate boiling: 
DNB), as indeed is the heat flux necessary to initiate nucleate boiling. A detailed and 
satisfactory physical and mathematical study of the causes of the nucleate boiling is 
not available although there do exist a number of conflicting theories which lead to 
formulae containing empirical constants that can usually be adjusted to agree with 
experiment. The main problem it seems is the precise specification of the nucleation 
sites, which can only then be known in a statistical sense, and the development of a 
theory which will predict, again statistically, the subsequent position and size of a 
bubble at a given time. A review of the situation to date has been given by Sandervag 
(1971) who describes the various theories of bubble formation and their conflicting 
assumptions (the work by Greenfield et al (1954) is also of considerable interest 
regarding the dynamics of bubble formation). Without suitable statistical information 
on bubble formation, the appropriate statistics for D^ir^t) and Ι ; Σ « ^ ( Γ , 0 cannot be 
specified and so cruder methods must be used: such methods are acceptable for basic 
heat-transfer design studies but are not entirely satisfactory from the point of view of 
noise analysis. A further problem in a boiling-reactor system is the random motion of 
the boundary between the coolant and the vapour above it and also the position of 
the boiling boundary. In effect this leads to a two-region reactor with randomly 
varying axial lengths: we shall have more to say regarding this phenomenon later. 

As we have said, in practice, an experimental correlation exists for the heat flux 
from a fuel element and the corresponding temperature difference between the surface 
temperature and the saturation temperature, i.e. the temperature at which the liquid 
boils when its vapour pressure is equal to the pressure on the liquid surface. In the 
case of boihng in the nucleate regime a form which has been found to fit the experi
mental facts can be written as follows (Rohsenow, 1952): 

CMu-T,^i) ^ ^ Γ q Í σ,, 
Ηι,ΡΓ ^ lPiHiAg{Pi-pJ J 

where C^i is the specific heat of the saturated liquid, Tf^ is the temperature of the heated 
surface, Tsat is the saturation temperature, Hi^ is latent heat of vaporization at system 
pressure, C is an empirical constant that varies for different liquids, q is the required 
heat flux, μι is the viscosity of the hquid, σ̂ ^ is the surface tension at the liquid-vapour 
interface, g is the acceleration due to gravity, and pi and p^ are the densities of satu
rated liquid and vapour phases, respectively. In general, the values of Hi^, μι, etc., all 
depend on Tsat so that calculations of g as a function of Tf^ can be tedious. As well as 
normal boiling noise whose eff'ects on the neutron noise we shall discuss in more 
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In q 

FIG. 8.5. The Nukiyama curve for surface boiling heat flux, q, versus 
temperature diff"erence (7}, —Tgat). 

which becomes the independent variable. In this case, when the critical heat flux and 
the corresponding temperature at C in Fig. 8.5 are reached a further increase in the 
heat flux q leads to a sudden jump from C to C . Now C is in the film-boihng region 
where the thermal resistance is high, thus, as shown in the figure, the value of Γ ^ - Tsat 
increases enormously and for a fixed Tsat, the surface temperature Tg is likely to exceed 
safe limits, and rupture or melting of the fuel element may result. The heat flux neces
sary to cause Tg to rise sufficiently to cause damage is known as the burn-out heat flux; 
however, it is also referred to as D N B (departure from nucleate boiling) or the 
"boiling crisis". Several experimental studies have been performed on the burn-out 
heat flux, which is shown to increase with pressure (Rohsenow, 1952), with the inclu
sion of certain additives and with ultrasonic and electrostatic fields (Berger and 
Derian, 1965). However, it decreases in the presence of dissolved gases and agents 
which reduce the surface tension at the liquid-vapour interface. It is true, however, 
that a great deal of uncertainty remains as to the precise causes that promote or inhibit 
burn-out. This is unfortunate since it is necessary in reactor design to be able to predict 
burn-out to avoid accidents. A number of experimental correlations exist for predict
ing the burn-out heat flux which are valid according to whether the liquid is saturated 

detail below, there exists another important effect which can be influenced by statis
tical perturbations: we refer to the problem of burn-out. This phenomenon can best 
be explained by reference to the classical curve of heat flux versus temperature differ
ence (Tfs-Ts^t) which is shown in Fig. 8.5. The various boihng regimes are as follows: 
below A there is natural convection, from 5 to C nucleate boihng occurs, between D 
and Ε we have film boiling and from Eto F there is film boiling and radiation. Now 
coohng by a saturated hquid is very different from cooling by a gaseous coolant since, 
for the liquid, the temperature Tsat remains constant. Thus for a given value of surface 
temperature Tg (as determined by metallurgical considerations) it is the heat flux 
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8.11. The void fraction 

The quality, x, of a vapour-liquid mixture where there is relative motion between 
the phases, i.e. where the vapour because of its buoyancy tends to slip past the liquid, 
is defined as Λ * r 

_ mass flow rate of vapour ^ . 

~ mass flow rate of mixture ' y - ) 

The void fraction a, on the other hand, is defined as 
_ volume of vapour in the mixture 
~ total volume of liquid-vapour mixture ' 

To prevent large excursions in the moderating properties of the reactor coolant it is 
desirable to keep χ small (a few percent). If the average velocity of the vapour is 
and that of the liquid Ui then we define the slip ratio S = U^jUi. If in addition and 
AI are the cross-sectional areas of the two phases perpendicular to the flow direction 
and and Vi are the specific volumes of vapour and liquid we can write oc in terms of 
X as follows: . /i \ / \ / r r \ /i \ 

or sub-cooled and whether it is pool or flow boihng (El-Wakil, 1971). It should be 
noted, however, that from a statistical point of view, small fluctuations in the heat 
flux in the neighbourhood of the burn-out value could lead to large statistical 
fluctuations in fuel temperature. 

Whilst the above correlations for heat transfer give a satisfactory method of predict
ing net power output very little is known about the detailed spatial behaviour of two-
phase flow itself. There are in fact a number of ways in which bubbles can disperse 
themselves in a liquid, ranging from bubble flow which is the independent motion of 
bubbles up the tube, through slug flow where the bubbles coalesce to form large vapour 
voids ñlling the tube, and also annular flow which is virtually a continuous vapour 
phase with a few dispersed liquid droplets moving up the centre of the tube and leaving 
an annulus of superheated liquid on the walls. Finally there is fog flow which is 
analogous to bubble flow but with liquid and vapour exchanged. 

In the absence of any precise or even useful mathematical representation of the 
bubble distribution (see, for example, Hulburt and Katz, 1964) it is usual to resort to 
the expedient of the void fraction α which is the ratio of volume of vapour to volume 
of vapour and liquid. The physics of bubble growth and collapse are omitted in this 
concept and it is based on the formulation of balance equations which are set up for 
conservation of mass, momentum and energy for the two phases. These equations 
contain the void fraction, the enthalpies and the velocities of the vapour and liquid 
phases as well as certain physical properties. The void fraction itself is clearly depen
dent on position and is also a random function of time despite the fact that the 
detailed bubble mechanics are omitted. These variations will clearly influence the 
reactivity of the system and we shall therefore examine the simple methods used for 
calculating α and attempt to assess the probable causes of any fluctuation in it in the 
sense of the Langevin technique. 
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^(z) = ^ o s i n ( ^ ) . (8.92) 

[ s i n ( - ^ ) j z , (8.93) 
^%(z')dz' 
0 

= ^ ( l - c o s j ) . (8.94) 

Combining eqns. (8.90), (8.91) and (8.94) we find that 

(WT HI-HA WT /πζ\ 

or more simply x(z) = A+Bcos . (8.96) 

Vi and Vg are obtained from steam tables since they depend on pressure. The slip ratio 
S must be obtained experimentally and is found to depend on pressure, volumetric 
flow rate, power density, steam quality and inlet coolant velocity: appropriate 
correlations are available (El-Wakil, 1971). 

As an example, if we take S = 1 and a pressure of 1000 p.s.i.a. a mixture quahty of 
2 % leads to a void fraction α = 30%. Thus in general a small steam fraction by mass 
corresponds to a large fraction by volume. 

We are also interested in the variation of α with height and must therefore examine 
the way in which the boiling varies up the channel. Basically, there are two distinct 
heights in a boihng core: the non-boiling height LQ and the boihng height Lß. The 
total core is of height L = Lo+Lj^. The non-boiling height starts at the core base 
where the incoming sub-cooled fluid enters and in this region the heat generated and 
transported up to the point ζ is WQ(Z). A S we move up the core the coolant temperature 
increases until at ζ = Lo it reaches saturation temperature and boiling begins; the 
total heat added is then Ι^ο(^ο)· The distance from the point at which boiling starts, 
to the core top, is the boihng height Lß. The total heat flux from the fuel element over 
the complete height of the reactor is PFy. If Hi is the enthalpy at the inlet of the 
channel. Hi is the enthalpy of the saturated liquid and Hi^ is the latent heat of 
vaporization at system pressure, then clearly the value of WQ(LQ) = Hi —Hi. On the 
other hand, in the boiling region ζ > LQ, we have for the total heat generated and 
transported to the point ζ 

W(z) = (Hi + x(z) Hi,) - Hi, (8.90) 

where x(z) is the quality of the saturated liquid at z. Naturally x(z) = 0 for ζ < LQ. 
Thus the total heat generated and transferred to the top of the core is 

Wr, = W(L) = (Hi + x(L)Hi,)-Hi. (8.91) 

We also have the relation between x(z) and oc(z) given by eqn. (8.89). However, to 
obtain an explicit relation for a(z) we will assume a sinusoidal flux variation and hence 
that the heat flux at ζ is 
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Using this in eqn. (8.89) gives for a(z) the following expression: 

1 
l + ^ - 5 c o s 

(8.97) 

which is valid in the range LQ ^ ζ ^ L , 
LQ is obtained by noting that, at ζ = LQ, X(0) = 0 and Wr^ is given by eqn. (8.91), 

We note from eqn. (8.97) that the void fraction increases smoothly from zero at LQ 
to a maximum at the core top L , 

With knowledge of a(z) we can calculate the density Pß of the coolant (moderator) 
in the boiling region at height ζ from the relation 

p^(z) = ( l - a ( z ) ) y 9 , + a(z)p, . (8.99) 

In the non-boiling region it is reasonable to assume that the density varies linearly 
and we can write 

Po{z) = PiHPi-pi)¿^. (8.100) 

where pi is the inlet density. 
At this point we might rightly ask where the randomness enters the situation. An 

answer to this question is difficult since we have essentially removed any statistical 
information about bubble formation. The best that can be done at this level is to assume 
that fluctuations in the fuel temperature Tf or the saturation temperature Tsat due to 
pressure fluctuations will cause Ui and to vary through the correlation of eqn. 
(8.86). This in turn makes the constants A and Β random and hence a(z). It must be 
recalled, however, that time dependence as such has not entered the derivation of 
a(z) and quite clearly additional relationships are required. Before discussing this 
aspect of the problem, however, it is necessary to appreciate the full implications of 
introducing a void fraction. As we have said, ideally one would like to know how the 
voids are distributed in space and time, e.g. P^{R,^,t), where P^(R,^,t) is the 
probability that there are Ν voids of volume Δ in the region of space R. We must 
consider the void fraction α(ξ,ζ , ί ) as some average over this distribution, viz. 

a ( i?,0 = ΣΝ{ dAPN(R,A,t). (8.101) 
Ν J 

Thus oc(R, t) is the total void volume in R at time t. This remains a statistical quantity 
but nevertheless contains no information about individual bubbles and indeed will 
require further arguments to deduce its value. In many cases the variation of α in the 
direction perpendicular to the flow is also averaged out so that we have 

where A is the area of the flow channel. 

d%0L{R,t\ (8.102) 
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1 

a(z) = lim 1̂ a(z,t)dt. (8.103) 
-T 

To make the void fraction a useful concept in the study of boiling reactor noise it will 
be necessary to include, specifically, the time dependence. Investigations of boiling 
reactor stability by a number of authors have done this by means of a mass, momen
tum and energy balance of the liquid-vapour mixture and an evaluation of the sources 
of vapour production (Sandervag, 1971; Zuber, 1967; Beckjord, 1958; Pederson, 
1966; Holt and Rasmussen, 1972; Siegmann, 1971; Fleck, 1960; De Shong, 1959). 

In the notation used above, these balance equations may be written as follows: 
Equation of continuity of the mixture: 

I {(1 - Φ ι + 0^Ρ.}+^^ {(1 -oc)Pt U, + ap, U,} = 0. (8.104) 

Equation of continuity of the vapour phase: 

¡¡M+^^i^P.U;) = W, (8.105) 

where Ψ is the rate of vapour formation per unit volume. 
The conservation of momentum: 

¡¡{il-^)PiUi + ocp,U,} + y^{(l-^)PiU,' + ap,U!} = - ^ + g { ( l - a ) y 9 , + a / > J - A , 

(8.106) 

where Ρ is the local pressure, g is the acceleration due to gravity and λ is the two-
phase friction. 

Finally, we have conservation of energy: 

l-{(l-oc)piHi + ap,H,} + ̂ ^{(l-a)p,UiHi + ap,U,H,} = (8.107) 

where q is the heat ñux, P^ the heated perimeter and A the cross-sectional area of the 
channel. 

There are ten variables in these equations and only four equations. Sandervag 
shows how by additional assumptions and experimental correlations the additional 
six unknowns can be specified. However, the most important point concerns Ψ, the 
rate of vapour production, for this surely is an important noise source that will drive 
the fluctuations in a. If eqns. (8.104)-(8.107) are interpreted in the Langevin sense 
then the task remains to find the noise source Ψ. Sandervag considers Ψ to be com
posed of two distinct terms T^ j r due to surface formation and Ψβ due to formation 
in the bulk liquid. We shall not describe the analysis used to obtain these terms since 
it is quite detailed. However, suffice to say that one considers the equation of growth 
for the bubble on the surface, as developed by Plesset (1952), and obtains an expression 
for which depends in a relatively simple manner on the bubble radius at detach
ment, the thickness of the saturated liquid layer on the surface Tf, the liquid tem
perature Τ I, the boiling heat flux q^ and a number of readily available constants. 

The value of oc(z) discussed above was in the context of a stationary system so that 
in practice it is a statistical time average 
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%Λ2. A simplified model of boiling 

The above discussion, whilst reasonably fundamental, is too complicated to extract 
information analytically. For this reason a number of attempts have been made to 
reduce the complexity of the mass, energy, momentum relations by means of rational 
approximations. In this way we can study the effect of small disturbances in various 
parameters on the void fraction, the fuel temperatures and the boiling boundary. 
Typical of these models is one due to Fleck and Huseby (1958) and Fleck (1960) for 
a natural circulation boiling-water system. This is a semi-point model approximation 
because it assumes the void fraction and water velocity to depend linearly on position. 
However, it results in a very useful set of equations for the time dependence of the 
outlet void fraction, the fuel temperature and the position of the boiling boundary. 
These equations when linked to the point model neutron kinetics constitute a non-
hnear set for studying boiling reactor transients. They could be used for noise-analysis 
studies by linearizing about mean values; however, it is unhkely that this method would 
predict the oscillatory packets studied by Akcasu (1961) and discussed in Section 7.8. 
For that type of noise study we noted that a parametric excitation was needed, A study 
of the full non-linear model, however, with various parameters considered random 
might well reveal some useful facts in this respect, even in the point model approxi
mation. 

Despite the fact that the Fleck-Huseby model is limited, its study under various 
sources of noise excitation would be a valuable tool for understanding many aspects 
of boiling reactors. Nevertheless, as we have said it is not strictly a space-dependent 
model and we therefore discuss in some detail another model for describing the 
hydrodynamic behaviour in boiling reactors as developed by Akcasu (1960). 

We first consider a particular boiling channel in the reactor, containing fuel element 
and coolant. This is further divided axially into the non-boiling region 0 < ζ < Lo (0 
and the boihng region Lo(0 < ζ < L, where we have explicitly noted the dependence 
of the height of the non-boiling region on time. Figures 8.6a and 8.6¿? illustrate the 
situation and show that and L can vary from channel to channel. 

In the fuel element the usual heat-conduction equation applies from which the 
temperatures in the fuel and cladding can be obtained in terms of the heat generated 
by fission and the surface temperature of the fuel element. If, therefore, for simplicity 

To obtain Ψ ^ , the rate of bubble growth, Rayleigh's equation (Rayleigh, 1917) is 
used together with the theory of Plesset and Zwick (1952, 1954, 1955). The collapse 
of bubbles as calculated by Wittke and Chao (1967) was also employed together 
with considerations of bubble coalescence. Whilst a correlation was used for the final 
form of Ψ^ , as a by-product it was possible to predict the bubble diameter distribu
tion function in a reasonable fashion, and also the average void fraction in the radial 
direction of a heated tube was obtained experimentally. 

Whilst the above discussion is rather superficial, a detailed study of Sandervag's 
work will show that it might be possible to study the effect on a(z, t) of a number of 
basic noise sources. This can then be used as input to eqn. (8.61) for the specification 
of D^{zj) a n d ι ; Σ , ^ ( z , 0 . 
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FIG. 8.6a. Schematic diagram of boiling-water reactor with L the boiling height 
and LQ the non-boiling height. 
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FIG. 8.6¿. Typical fuel channel in the reactor of Fig. 8.6a. 



1 7 6 Random Processes in Nuclear Reactors 

where q^j, is the heat flux into the coolant, which may be written 

dx 
(8.110) 

Af is the area of one side of the fuel element per unit length and the subscript " 5 " 
indicates the surface value. Integration of the equation for Tf over χ leads to 

qnÁz,t) = AfQ,iz,t)-AfP,c/-^. (8.111) 

Thus from eqn. (8.108) we find Tfs(z,t) (i.e. surface temperature of fuel) and from 
(8.109) and (8.111) we get Tc{z,t). These two temperatures are coupled through the 
boundary condition 

= KÁTf-Tc) (8.112) 
dx 

where h^,^ is the non-boiling heat-transfer coefiicient. 
In the boiling region LQ < ζ < L , the coolant temperature remains sensibly con

stant at its saturation value Ts&t. In this case the fuel temperature is determined by the 
boiling heat flux q^ where 

dTf\ 
qßiz^t) = -Afkf dx 

^ AfQr(z,t)-AfPfCf^-^ (8.113) 

with q^ related to Tfs and Tgat by the boiling heat-transfer correlation of equation 
(8.86). Sometimes the relationship is written simply as 

fe(z,0 = Afhs(Tf,-Tsat), (8.114) 

where Tfs is the fuel surface temperature in the boiling region and is a boiling heat-
transfer coefficient. 

The temperatures and heat fluxes obtained from these calculations will affect 
crucially the void fraction in the boiling region and also the position of the boiling 
boundary. Thus any fluctuations in the above quantities will give rise to fluctuations 
in the void volume and steam-production rate. In practice, it is usual to assume that 
random variations of the heat input into the coolant, resulting from random steam-
bubble formation at the surface of the fuel, are responsible for the observed noise and 
we shall adopt this assumption below. It is important to appreciate, however, that even 

we consider a plate-type fuel element and neglect the cladding material, we can write 
for the heat-conduction equation 

" ^ ^ Q M - o . c ' m ^ . (8.108) 

where we have neglected heat conduction in the z-direction. 
In the non-boihng region ζ < LQ the equation for the bulk coolant temperature is 

[ ^ + υ ( ζ , θ ' ^ ψ ) ) = , „ . ( z , 0 , (8.109) 
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8.13. Hydrodynamics of the moderator 

Let us consider now the model used by Akcasu for the boiling region. Consider 
eqns. (8.104) and (8.107) and make the following assumptions: (1) neglect pressure 
changes and the variation of potential and kinetic energies along the channel; (2) 
saturation enthalpies depend only on pressure; (3) steam density and latent heat Hi, 
are constant; (4) steam and liquid phases are in equilibrium at all t imes; (5) the axial 
distribution of power does not change with t ime; (6) the slip between water and steam 
is ignored so that Ui= U, = U. Then the equations of continuity of mixture and of 
conservation of energy can be combined to give the foUowing equation: 

^ /rr Ν Q I f dH, . dHAdP , o i i c x 

Tt'-Fz^''''^=^i-^ir^-^ ^'-'"'^ 
where Q = qßPJA c^. AfP^QfjA and we have rearranged H, and Hi to indicate their 
dependence on pressure (note that H,i = H,-Hi). 

Before proceeding further with this equation let us note the possible variables whose 
dependence on each other we should like to study. Some obvious ones are: 

1. Powervoid fraction. 
2. Powerboiling boundary position. 
3. Pressurevoid fraction. 
4. Pressureboiling boundary position. 
5. Boihng boundary positionvoid fraction. 
6. Non-boiling coolant temperaturepower. 
7. Pressure-saturation temperature in boiling region. 

To illustrate the procedure we shall discuss items 1 and 2. The calculation it is to 
be remembered will be done in the small perturbation approximation since the noise 
level is assumed to be small compared with the average value. This being the case the 
various effects described in items 1-7 can be dealt with by linearizing the appropriate 
equations and holding constant those parameters not being studied. The final effect on 
say the void fraction will be obtained by summing all of the individual effects. How
ever, we shall explain this point further below. 

In the power-void calculation it is assumed that pressure is constant and that we 
may write <x = α^-\-δα, U = UQ + SU and Q = Qo-{-SQ, where OCQ, UQ and QQ are the 

in an ideal situation where steam bubbles are produced uniformly at a constant rate, 
there remains a random fluctuation, not in terms of total volume of steam produced, 
but from the spatial migration, collapse and coalescence of the bubbles themselves. 
The present theory is unable to treat such an effect since by definition of the void 
fraction these effects have been averaged out [see eqn. (8.101)]. 

If the noise source is assumed to arise from fluctuations in A^, then clearly it will 
result in fluctuations in Tf^ and q^, the input heat source to the coolant. We shall 
assume that this is the main source of noise exciting the coolant void fraction although 
there may well be additional noise sources which are indirectly caused by variations 
in heat generation. 
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Steady, average values. Inserting these expressions into eqn. (8.115) and linearizing we 
find o cv o 

(8.116) 8SoL d . . 

It should be noted at this point that we do not have any knowledge of i/o(z). Thus 
we need an additional equation relating U and α which is provided by the momentum 
balance (8.106). However, this equation is analytically difficuh and so in the spirit of 
the present inquiry it is postulated that Uo{z) is a prescribed function which depends 
only through a constant multiplicative factor on pressure. The sensitivity of to 
pressure, for high pressures, is slight and we shall therefore ignore it altogether. Some 
justification for this has been given by Akcasu (1960). 

Returning to eqn. (8.116) we can write the initial and boundary conditions as 

áa(z,0) = 0 

and HLo,t) = 0. 

Taking the Laplace transform of eqn. (8.116), such that 

áa(z,í) = 

we find 

Solving this equation we find 

1 
dz PvHvi 

SQiz,s). 

da(z,s) = 
1 

and inverting the Laplace transform leads to 

1 

dz' SQ(z',s)exp —s 
dz" 

Uoiz") 

dci{z,t) = 

where 

Uo(z)PvH^iJ 

7 (z ' ,z) = 

dz'6Q{z\t-Tiz\z)), 

dz" 
Uoiz") 

(8.117) 

(8.118) 

(8.119) 

(8.120) 

(8.121) 

(8.122) 

(8.123) 

is the transit time of a disturbance to travel between the points z' and z. From eqn. 
(8.122) the correlation function 

{$a(z„t,)Sa(z2,t,)} (8.124) 

can be evaluated in terms of the noise source SQ. For the sake of example let be 
independent of ζ and let dQ{z,t) = η{ί)Ρ{ζ) where η{ί) is a random variable and the 
variation with ζ follows the axial power distribution. Then we find 

Sa{z,t) = 1 

The correlation function is then given by 

<ía (z i , í i ) áa ( z2 , Í2 )> 

dz'F(z')ri (8.125) 

1 
uiPim^) 

dz' ^'dz" F{z') F(z") {t, - Í1 - ¿ {ζ" -2'-z, + ζ,ή , 

(8.126) 
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W h e r e ^ ^ , ( ^ 2 - 0 = < ^ ( 0 ^ t ó > . (8.127) 

For the special case of F = 1 and white noise η , such that φ^{τ) = σ'^δ{τ\ we find 

ΦΑΖι.ζ^\τ) = G(Z^,Z^;T), (8.128) 

where, for Zg > Z j , 

Ο(ζ^,ζ^;τ) = 0 ; r > (z i -Lo) /C/o 

= Z^-LQ-UOT; 0 < Τ < ( z i -Lo) /C/o 

= z , - L o ; - i ^ < r < 0 

— Z g — 1 ^ 0 + ^ 0 ^ 5 < τ < — 

= 0 ; τ < -{z,-L,)IUo. (8.129) 

Thus the correlation function is not symmetrical about r = 0 as indeed we expect 
since it is a measure of the correlation between voids at different space points and will 
clearly depend upon the sign of UQ. In practice, a more reahstic form for F(z) would b e 
sin(7rz/L); however, the additional algebra involved does not lead to any significant 
new quahtative information. It is of interest though to consider the p.s.d. of the above 
correlation function, which for the special case of Z j = Zg = ζ becomes 

" I _ C O S ( Í : Í Í Í ^ ) ] . ( 8 . 130 ) 

We observe that this vanishes whenever 

•^" = ä = iS"o ( « = 1 ' 2 . 3 , . . . ) , ( 8 . 1 3 1 ) 

which indicates a cyclic effect which can be attributed to the rate of bubble flow 
between LQ and z. If ζ is set equal to the core height L and we use the typical values 
UQ = 260 cm s e c - \ L = 62 cm, LQ = 36 cm, then /o = 10 Hz which is certainly in 
the frequency range where structure in the p.s.d. is to be expected. Naturally, however, 
due to the superposition of this effect from all channels, the sink will not be as sharp 
as suggested by the above formula. 

As far as the influence of Sa on the neutronics is concerned we must return to eqn. 
(8.61) and note that DQ and νΣ^γη depend upon the physical density p. If we write 
this for the voided coolant as 

p ^ ( z , 0 = (1 -cc{z,t))pi + oc(z,t)p, (8.132) 

we find that is given in terms of Sa by 

ρΛζ,ί) = Pm-(Pi-pv)^oc{z,t) (8.133) 

and hence the fluctuation can be incorporated into the neutron density equation. 
The other effect that we shall consider is that of motion of the boiling boundary, 

since this will inevitably affect the void fraction. The heat supplied to the channel in 
the non-boiling region brings the subcooled water to the saturation temperature at 
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the boihng boundary. The variation of feedwater enthalpy along the channel is given 
by the balance eqn. ( 8 . 1 0 7 ) with α = 0 , thus we have 

( 8 . 1 3 4 ) 

Assuming constant flow velocity Ui and writing Hi = Hi^ + Sh and Q = ö o + ^ ö » we 
find that ^ 

( 8 . 1 3 5 ) 

( 8 . 1 3 6 ) 

and 

PiU,j^HiXz)= QQ{Z) 

dt 

The definition of the boiling boundary in the steady state is obtained by integrating 
( 8 . 1 3 5 ) , from which we find 

PIUQ(HIXLQ)-HM = r'Qo(z)dz, ( 8 . 1 3 7 ) 
Jo 

where Hi^O) is the feedwater enthalpy and HI^LQ) = Hi that of the liquid at satura
tion temperature. 

The solution of ( 8 . 1 3 6 ) with Sh{z,0) = 0 and Sh(0,t) = 0 leads to 

Sh(z,s) = - ^ ¡ W dQ{z\s)cxp 
Pi(^oJo 

( 8 . 1 3 8 ) 

If we now consider a small movement of the boiling boundary, Δ(ί) say, we have 

Hi = HiXLQ^A)^8h{LQ + Aj) ( 8 . 1 3 9 ) 

- HiXLo + A) + dh(Utl ( 8 . 1 4 0 ) 

since an increase of Δ in Sh is a second-order effect. 
Now if eqn. ( 8 . 1 3 5 ) is integrated over ζ in the range < ζ < L q + A and Q(z) is 

assumed to remain sensibly constant over Δ, we find that 

Combining (8.140) and (8.141) we get 

Δ ( 0 = -^^JKL„t). 
Thus from (8.138) 

öo(^o) 

Δ ( ί ) = -
1 Γ i . 

Qo(Lo)J 
dz' iß(z',j)e-«(^«-^')/«» 

or Δ(ί) = -
1 

eo(¿o)J [V.o(̂ '.̂ -¿(̂ o-')). 

(8.141) 

(8.142) 

(8.143) 

(8.144) 

From this we can obtain <Δ(ίι)Δ(ί2)) in the usual way; indeed apart from the Hmits 
and a constant factor the equation for Δ(ί) is the same as that for 8x. 

If the form of SQ{z, t) is ^ 
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then l(s) may be evaluated and leads to 

A(s) = -
2Qo(Lo) 

(8.145) 

where X = J K , WO = ßlTo, β = nLolL and Γ , = LJU^. 

The p.s.d. can therefore be obtained directly as 

Φ^{ω) = <Δ(ιω)Δ*(/ω)> 

sin/í-cosy^l 
1 + χ 2 \χ=ΐωΙωο 

(8.146) 

which we note has zero phase angle. It is also interesting to note that the numerator 
of this expression is very sensitive to β especially in the range πβ < β < n. β = π 
corresponds to the boiling boundary, LQ = L being at the top of the core, whereas 
β = π 13 is characteristic of, say, the EBWR (ANL-5607, 1957). Numerical investiga
tion shows that Φ Λ can exhibit sharp sinks in the range ω/ω^ 3 and 5, etc., although, 
again, the depths of these sinks may in practice be smoothed out when the effect of 
other channels is superimposed. Some physical insight into the reason for these sinks 
can be obtained by use of the simpler model where SQ is independent of z. Then we 
find 

LQ 1 l-^-^^o 

or 

which vanishes when 

ΦΑ{ω) = 
L'QKLQ) 

_ _ ( ! - . e o s c . r o ) 

2π Γ , (n= 1 ,2 ,3 , . . . ) . 

(8.147) 

(8.148) 

(8.149) 

(8.150) 

At the sink frequency / i , water "packe t s " experience a complete cycle of the 
power generation during their transit through the non-boiling region. Thus the net 
change in water enthalpy is zero at the boiling boundary and no change in its position 
will occur. 

Finally, we mention the effect on the void fraction of the boiling boundary vari
ations. That this will have an effect is clear since it will cause the total steam volume 
in the channel to ñuctuate. We return therefore to eqn. (8.105) for the continuity of 
steam mass and note that Ψ, the steam production rate, can be written as the sum of 
the normal production rate at steady-state Ψο» plus the term δΨ due to the additional 
steam produced by movement of the boiling boundary. Thus if we note that ßo(^o )^(0 
is the heat generated in the length A(t), we can write for the amount of steam produced 
at LQ the expression 

(8.151) -^^^(t)δ(z-LQ), 

where the delta function indicates that it is a localized effect. 
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With a constant value of = UQ (which is not essential) and writing α = α^-\-δχ, 
we find that the perturbation in δα due to the perturbation δΨ is given by 

I δα+ρ,ϋο ¿ (̂ α = - Ht)δ(z-L,). (8.152) 

Laplace transform in time leads to 

Qo(Lo) 
Hz,s) = - T P T ^ A(s)cxp{-s(z-L,)IUo} (8.153) 

We therefore find that 

= (8.155) 

The connection between δα and is obtained by using (8.143) in (8.153) to 
eliminate Δ(^), whence 

δα(ζ,5) = TJ-^—rr e-'^'-^^^i^^ f^Vz' ^ß(z',.s)e-^i^'-^o)/c7o 
HvlPv^O Jo 

1 
H^iPvUoJ 

δQ{z\s)e-'^'-''^ι^\ (8.156) 
0 

It should be noted that this equation for δα is formally equivalent to that for void-
power coupHng as given by (8.121). However, the statistics of δQ for ζ < LQ are 
different from those for in ζ > LQ, due to the differences in the heat-transfer 
characteristics of the boiling and non-boiling regions. 

When all of the effects that cause a to fluctuate have been evaluated the total effect 
is obtained by summing, viz. 

Pmiz,t) = Pm-iPi-pv) Σ^oc,{z,t). (8.157) 
i 

There will also be temperature feedback effects but these are obtained in a standard 
manner from the equations of heat transfer discussed earlier. Such effects will influence 
the energy averaged nuclear reaction rates but may also affect the densities of steam 
and water to some degree. 

Other authors have made studies of the effect of voidage on reactivity and a very 
straightforward method is given by Nomura (1968) who considers the process of heat 
transfer to the coolant as a shot-noise process: a shot being the transfer of a quantity 
of heat leading to a bubble. The randomness arises therefore from the random time 
series generated by the successive " s h o t s " . The shot noise is related to void fraction, 
pressure and temperature which are subsequently, either directly or indirectly, related 
to reactivity of the system. This is then fed into the linearized neutronics equations. 
Nomura compares his results for the p.s.d. of the neutron fluctuations with some 
experiments performed on the JPDR reactor, and whilst agreement is not excellent, at 
least the theory and experiment are in qualitative agreement as far as the general 
structure of the p.s.d. is concerned. 
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8.14. Application of the source-sink method to a zero-power problem 

An interesting application of the heterogeneous formalism described above is to zero-
power reactor noise. In Chapter 7, this was dealt with by homogenizing the core and 
use of the appropriate eigenfunctions of the Helmholtz equation to find the Green's 
function and subsequently the covariance. We now have an opportunity to test the 
validity of the homogenization procedure. Let us return to the expression for the count 
rate correlation function Γβ (Γι ,Γ2; τ) as defined by eqn. (7.35), viz. 

rc ( r f , r * ; r) = e(r*) / (ΓΓ)(^(r f -r*)^(r) 

+ e(rf)e(r*) Λ Ο Κ ^ - 1 ) / ( Γ Ο ) Γ Σ , ( Γ Ο ) 

ί/τοΡ(Γο,Γι*; Τ Ο ) Ρ ( Γ Ο , Γ 2 * ; T + TQ), (8.158) 

where F(ro,r; r) = (1 -β) dx'Κ{χ^ -> r ')G(r' -> r; r ) 

+ Σ ßi^Tdtoe-^^*^ 
i=i Jo 

dr'KiTQ ->T')G(r' ^ r ; τ - ζ ^ ) (8.159) 

and the Green's function G is defined by 

G(r' - > r ; 0 + ( l - A ) drVvΣf(τ")K(τ" ->r)G(r ' ->r";0 

+ Σ Ä-A, dtoe-^^^^ dT"vv^,{T,)K{x" ->r)G(r ' ->r''; r - z , ) + .^(0(^(r-r') = 0, 
1 = 1 Jo J 

(8.160) 
where it has been assumed that prompt and delayed neutrons have the same slowing-
down kernels. 

The p.s.d. is obtained as the Fourier transform of Γ^, viz. 
Φ,,{ω) = eK)^(rí-r?)/(rn + eTrneK ) | 0 ( /^ ) | 2 

^ Γ Ο Κ Ϊ ^ - 1 ) Ι ; Σ , ( Γ Ο ) / ( Γ Ο ) Ρ Ο ( Γ Ο , Γ Ι * ; - / ^ ) Ρ Ο ( Γ Ο , Γ | ; / ω ) , (8.161) 

Finally we note the work of Robinson (1970) who sets up a theoretical model for 
the Molten Salt Reactor Experiment using the hydrauhc model described above and 
calculates the effect, on the voidage entrained in the salt, of pressure variations. 
Comparison of the theory with experiment was made by Robinson and Fry (1970) 
who introduced pressure fluctuations into the pump bowl of the reactor and measured 
the resulting neutron fluctuations. Theory and experiment were in substantial agree
ment over the frequency range 0025-0· 125 Hz. 

Further discussion of the work done and inherent weaknesses of the various 
techniques used in boiling-water noise may be found in the review article by Kosály 
(1973). 

It is clearly obvious, but nevertheless worth mentioning, that the void fractions 
obtained by any of these methods must be fed back into the source-sink equations for 
heterogeneous systems. In this way the neutron noise at any position may be obtained. 
Needless to say, such an ambitious programme has not yet been performed. 
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Now, in the spirit of source-sink, we set 

P^^Σ,(ro)->Σ(w)k^(ξo-ξk), 
k 

where ηγ can still depend upon the axial coordinate ZQ. Similarly 
t ^ Σ , ( r ) - > Σ y k ^ ( ξ - ξ k ) + t ;Σ,^ . 

k 
The correlation function now becomes, with r = (ξ,ζ), 

τΜΛ^ζΐ,ζξ',τ) = e(ξχ^z*)^(ξ*-ξ*)Φí-^2m^^l*)<^ω 

"K.-ir 

(8.162) 

(8.163) 

(8.164) 

(8.165) 

+ β ( ξ * , Ζ * ) β ( ξ * , Ζ 2 * ) dzoΣ 
L ^ J k k̂rk/(?k,2o) 

i / T o F ( ? k , ξ ι * , Z o , Z i * ; To)F(?k,?2*,-^0,4; ^ + ^ ο ) · 
(8.166) 

An analogous expression for Φ12 may also be written down. Note that the integration 
over Zo extends over the height of the reactor. The corresponding equation for the 
Green's function now becomes 

d ---^DoV' + νΣα^ 
G(%' ^ ξ , ζ ' ->z;0-Xrk<̂ (?-?k)(̂ (?' ?̂k,z' ->r ; r ) 

+ dzoΣil-ßi^VkyuK{%u - > ξ , Ζ ο ->z)G(r ->5k,z' - > z o ; 0 
k 

I rt 
dzo Σ Σ βκίΚ,ι dto exp {-Ak,¿ío}^kyk^(?k -> ξ; Zq -> ζ) 

k i = i Jo 
x(?(r->?k,z'->zo; ί - ί ο ) + ^ ( 0 ^ ( ξ - ξ ' ) Φ - ^ ' ) = 0. 

(8.167) 

To obtain a simple result which may be compared directly with the homogeneous 
results of Chapter 7, we make the following assumptions: (1) the medium is infinite in 
the axial direction; (2) the volume of fuel is very much less than that of the moderator 
so that K(r' -> r) :^ A : ( | r ' - r | ) ; (3) the fuel elements all have the same properties 
which do not vary with z; (4) detectors are infinite in length and their efficiency is 
constant with z. In this case we can define a new correlation function by 

where 

Γο(ξί,ξ2*; τ) = lim - i dzt dz* Γ^(ξ ί ,ξ? ,ζ ί ,ζ*; τ), (8.168) 
H-^oo II J-Η¡2 J-Hß 

'dT,F(%u,%í; Το )^(ξκ , ξ2*; τ + τ ο ) , (8.169) 

where ( Γ Ο , r\s)= dx' K(TQ -> r') G(r' -> r ; s), 

G being the Laplace transform of G and 
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where 

+ ΣβΛ dt,e-^"' ίάξ'Κ(\ξ,-%'\)ΰ(Έ,' - > ? ; r - í o ) (8.170) 
1=1 Jo J 

with Α Γ ( . . . ) the slowing-down kernel from a hne source and G the two-dimensional 
Green's function given by the foUowing equation: 

G (r ^ ξ ; ί ) - 7 Σ < ϊ ( ξ - ω σ ( ξ ' - > ? k ; 0 

+ (1 - / ö ) w Z ^ ( l ? k - ? | ) i ? ( ? ' ^ ξκ; t)+v7 Σ Α-λ, Σ 
k i=l k J 

rt 

X e -^ '* .^ ( |?k - ? | )G ( r ί - / ο ) + ί ( 0 < ^ ( ξ - ξ ' ) = 0. 

The corresponding p.s.d. is 

(8.171) 

v{v-\) 

χΣΛ%ΰΡο(%^Λΐ; -ίω)Ρ,{%^Λ^,ΐω) (8.172) 

with F o ( ? o , ? ; í ) = d%'K(\%o-%'\)G(%' - > ξ ; ί ) . (8.173) 

Whilst we could apply the methods for treating finite reactors developed by Feinberg 
and Galanin, for the sake of simplicity we shall consider a plane lattice, infinite in the 
lateral dimensions. Thus by integrating over the j -coordinates the p.s.d. reduces once 
more to the simpler form 

ΦΜ = eixt)f(xt)8(xt-xi)+e(xt)Kxt)'^^^Vym^)\' 

X Σ f{Xk)Fo(Xi,xt;-ΐω)Ρο{χ^,χζ;ϊω), (8.174) 
A; = - o o 

where we assume that the detectors are infinite plates in the planes χ = x* and 
X = X*. 

Fo is given by F^{xo,x; s) = Γ" dx'Κ(\χο-χ'\)0{χ' ^ x; s). (8.175) 
The equation for the Green's function is obtained by integrating (8.171) over the 
j -coordinate. Taking the Laplace transform with respect to time and the Fourier 
transform with respect to χ leads after rearrangement and Fourier inversion to 

G(x' ^x;s) = 2 ^ e x p ( - a | x - x ' | ) + ; ^ Σ G{x' - > χ ^ ; ί ) 

'2π 
[φ(3)Κ{Β^)-1] 

expliB(x^-x)]dB, (8.176) 

where K(B^) is the Fourier transform of the slowing-down kernel and 

α = L - I ( 1 + Ä / ) 4 

with / ={vΣ^J - 1 and = ΰ^ΙνΣ,^. 
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FQ can be obtained directly by multiplying eqn. (8.176) by K(\xi — x'\) and integrat
ing over x'. Then we find 

FQ(XI,X; S) = -;^ S(\xi-x\) + ̂  Σ H(\xjc-x\ I S)FQ(XI,XJ,; S) (8.177) 

with S(\xi-x\;s) = - Í " K(\xi-x\)Qxp(-a\x-x'\)dx' 
7Γ J_ 00 

exp [iB(x-Xi)] ρ. 
5 2 + α2 

K{B^)dB 

and H{\x\;s) = \: 

(8.178) 

(8.179) 

We now recall that in an infinite lattice f{x,^ = /(O) = constant. Further, to solve 
eqn. (8.177) we set χ = x^ = aq where a is the lattice pitch. Then we find in an obvious 
notation that 

FÁUq; = TfT ; ̂ )+/*o Σ H{a\k-q\; s)F,{l,k; s) (8.180) 
^^Q k=-oo 

with /¿0 = 7I2DQ. 
This equation may be solved by a finite Fourier series expansion which leads 

readily to the following result: 

(8.181) 

(8.182) 

(8.183) 

(8.184) 

FQ(l,q;s) ^ FQ(\l-q\;s) = ¿ J_%xp[- /K^- / ) ] / ( . , 5 ) rf., 

where 

and £^(v,s)= Σ exp(-ipv)S(a\p\;s), 
P = — co 

h(v,s)= Σ exp(-ipv)H(a\p\;s). 
29= —00 

Knowing FQ(l,q; s) we can substitute into eqn. (8.177) to find FQ(ak,x; s) and hence 
the p.s.d. 

A very simple case of this problem arises if we set x* = 0 and = am(m = 0,1,2, 
. . . ) , then the cross-correlation between any two fuel plates a distance am apart is 
given by 

= β~^/(0)^ο.^ + ( ^ ~ ^ ) ^ ^ ^ 7 7 / ( 0 ) 1 Θ ( / ω ) | ^ ¿ Γ dvcxp(ivm)\I(vJω)\^ 

(8.185) 

where to include the detector volume we have integrated the p.s.d. over a thin detector 
of thickness d. 

If the system considered above is critical, the steady-state flux is easily shown to be 

m=m)H Σ H(\x-ak\^^) 
k=-oo 

and the critical equation is 1 = /̂ o Σ H(a\k\; 0). 
k = — co 

(8.186) 

(8.187) 
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1 s inhaa 

where 

Using the integral 

we find that 

2DQ0C C-COSV' 

s inhaa 
C = c o s h a a + / ¿ o o ( l - ^ 0 ) 

cosí^m 
C - c o s i ' 

dv = 

aa 
[ € - ( σ - \ ) ψ 

( C 2 - l ) i 

(8.188) 

(8.189) 

(8.190) 

1 
• ( C * - C ) 

4^? , , 
[ C - ( C 2 - l ) i ] ™ [ C * - ( C * 2 - 1 ) * ] ' " 

(8.191) 
( C 2 - l ) i ( C * 2 - l ) i 

where C* is the complex conjugate of C. 
This is an exact expression for an infinite plate reactor in the one-speed approxima

tion. To see how the expression reduces to the homogeneous limit we write a. = ξ+ϊμ, 
where 

1 
V2L 

[ l+ ( l+w2/2 ) i ] i 

and 

(8.192) 

(8.193) 

1/ξ is the attenuation length, and Inj μ is the wavelength of a neutron wave in the pure 
moderator of the lattice (Weinberg and Wigner, 1958). 

If we now insert the expression for α in eqn. (8.189) and set $ίημα ^ μα, cos μα = 1, 
sinhga :^ ξα and coshgö :^ 1, we find that 

c ~ 1 +1 g+/io«[i-vil -A)]+̂  ω/. 
With this approximation we can write 

[ € - ( σ - \ ) ψ = e x p { m l o g [ C - ( C 2 - l ) 4 ] } , 

= . e x p j - m a ( ^ ) ) 

(8.194) 

(8.195) 

(8.196) 

and obtain 

4Z)oW a 

1 (ωq-\-iω)i (ωq-iω)i j 

with 
<̂o = [ 1 - ^ ( 1 - / ? ) ] . 

(8.197) 

(8.198) 

In the paper by Wilhams (1967 α) some general models of slowing down are con
sidered and the form of Φΐ2(ω) and Oom(^) is given. It is of special interest, however, 
to consider the case of one-speed theory in which K{B^) = 1. It then follows that the 
sums in eqns. (8.183) and (8.184) can be performed, resulting in 
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Now 7 = v^aut, where ι;Σ^^ is the fuel-absorption rate and t its thickness, thus 
Wo can also be written 

t t 0^0 = νΣα^ + '^νΣα,-'-νΣαην(^-β), (8.199) 

In the homogeneous limit we can also write as 

and the average lifetime /* as 

= _^^aut^^ (8 200) 
νΣαηια-^νΣαηί 

μ = νΣα^ + ^-νΣα^. (8.201) 

Thus ojQ = ^[\-kUl-ß)l (8.202) 

With this definition, eqn. (8.197) can be cast into exactly the same form as the cross-
p.s.d. between two points a distance χ = ma apart obtained by Natelson et al, (1966) 
and Wilhams (1967¿) using homogeneous diffusion theory. Indeed, if we SQtm = 0 and 
calculate the auto-p.s.d., the result is 

ΦΜ - edfiOH (8.203) 

which is identical with eqn. (3.76) and which in turn can be obtained from eqn. (7.58) 

''^ g(k, V„ V,) = (27rf{edfS{ky)S{K). (8.204) 

The approximations made in going to the homogeneous limit enable the limitations 
of using that theory to describe heterogeneous reactors to be defined. Thus, we assumed 
that μα <̂  1 and ία <^\. Since, for a given ω, ξ > μ this leads to the following 
restriction, 

^[(1+ωΝηΗΐ]< 1. (8.205) 

In other words, instead of the plate spacing being very much less than a diffusion 
length as we require for steady-state problems, we now have the added restriction that 
the plate spacing must be very much less than the attenuation length of a neutron 
wave in the moderator. Thus the homogeneous approximation becomes poorer for 
the higher frequencies. Whilst the present theory cannot be compared directly with 
any experiments, it is of interest to note that for some cross-correlation measurements 
made by Kylstra and Uhrig (1965) in HgO and DgO heterogeneous systems, it was 
found that deviations from homogeneous theory set in above a certain frequency. 
These deviations are consistent with the inequality (8.205); however, there are a 
number of other factors involved and it cannot be stated without doubt that failure 
of homogeneous theory is the cause of the discrepancy. Nevertheless, it is clear that 
the non-uniformity of the noise sources are of significance and estimates should be 
made of their importance. 

Whilst we do not intend to give the complete theory here (see Wihiams, 1967¿), it is 
worth noting that the source-sink technique has been employed to assess the effect of 
detector perturbation, i.e. ñux depression, on the noise spectrum. It is noted that in 
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8.15. Vibrating absorber in an infinite sub-critical medium 

In the previous section we considered heterogeneous noise sources arising only from 
nuclear origin. Thus the mechanical feedback from temperature and vibrations were 
neglected. By the same token, in this section we shall neglect nuclear noise sources 
and study the effect of an independently driven, vibrating control element on the time 
dependence of the neutron ñux and its statistical averages (Williams, 1970). 

For simplicity, then, we consider an infinite sub-critical medium in which there 
exists a uniformly distributed source .Sq. Embedded in the medium is an absorbing 
plate which executes random vibrations in the direction normal to its surface. We 
assume one-speed diffusion theory and write the neutron-balance equation (neglecting 
delayed neutrons) as 

^^^^ = D , ^^^^-aN{x,t)-yN{x,t)8{x-e{t))-\-SQ, (8.206) 

where DQ is the diffusion coefficient, 1 /a is the mean neutron lifetime (a > 0), y is 
Galanin's constant for the plate which we take to be vibrating about the plane jc = 0 
with a random, time-dependent amplitude e{t). 

We will further assume that e{t) is a Gaussian variable with zero mean and that it 
is a stationary random process. Statistically, then, e{t) is completely specified by its 
correlation function 

R{t-t') = (e(t)e(t')} Ξ a^p(t-t'), (8.207) 

where p(0) = 1 and is the mean square amplitude of vibration. 
On the assumption that the plate has been in vibration for a long time such that any 

initial transients have decayed, the differential equation may be converted to integral 
form by the usual Green's function method (Morse and Feshbach, 1954). We obtain 
then 

= ^ dfN{e(t'),t'),[4D,(t-t')]-Uxp 
|2 

4Ζ)ο( ί - / ' ) "'^' ^ \ 

(8.208) 

Setting X = e(í) leads to a stochastic integral equation for N(e(t), t), viz. 

N(eit),t) = ^-^^j'_Jt'Nie(t%t').[4Do(t-tT^txpi^-^ 
(8.209) 

Clearly to obtain the " e x a c t " solution of this equation is a formidable task despite 
the fact that the statistics of e are fully given. We apply an approximate method which 
we justify quahtatively but which should be subject to further tests. 

Let us first seek the mean value of N(e(t),t), i.e. (N(e(t),t)}, which contrary to 
expectations is not the same as solving eqn. (8.209) with e = <e> = 0. We proceed by 

HgO moderated systems significant effects on the p.s.d. could result and for highly 
absorbing detectors an underestimate of ßjl would result when compared with the 
usual theory which neglects the perturbation. 
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Statistically averaging eqn. (8.209) as follows: 

(8.210) 

To proceed further, we either have to derive a further equation for the expectation 
under the integral sign or make a closure assumption. We choose the latter technique 
for simpHcity and on the grounds that the correlation between N(e(t'),t') and the 
exponential term will not be strong. Thus we write 

(N{e(t'),t')cxp{.. .}> - <7V(6(r),r')><exp{.. .}>. (8.211) 

Since the average {N(e(t%t')} will be time independent, we can set it equal to 
Ñ(0) and from eqn. (8.210) obtain its value as 

To evaluate the statistical average we note that it is a function of two correlated 
random variables e(t) and e(t'). Thus with our Gaussian assumption we have 

'4Do(t-ti' 

where we have abbreviated e(t) by e and e(t') by e'. W2{e,€') is a two-dimensional 
Gaussian distribution (Middleton, 1960) and is given by 

<exp {...}> = de de'W<,(e,e')exp (8.213) 

W2Íe,e') = {2na^[l-p^(t-n]i}-^exp 

which after some lengthy algebra leads to 

e2 + e ' 2 - 2 e e X í - í ' ) 

<exp{...}> = 

and hence Ñ(0) may be written 

1 + 

2a^[l-p^(t-t')]i 

a^[l-p(t-t')]\-i p(t-n]\-

t-t') i 
Ñ(0) = I 1 + 

D,(t-t') 

dscxp(-s) 

{̂+̂ί[1-Ρ(Φ)] 

(8.214) 

(8.215) 

(8.216) 

Using the same statistical averaging on N(x,t) and the same closure approximation, 
we find 

<iV(x,0>̂ i7(x) = § - X j 
· ' exp [ - « ( ? - ? ' ) ] 
- c o [4D,(t-t')]i 

x < i V ( ^ ' ) , , ' ) > < e x p { - ^ ^ ; ; (8.217) 

The exponential average now only involves the one-dimensional Gaussian, viz. 

(x-e'f 

where 

<exp{. . .}) = de' iri(e ')exp 

1 

4Do{t-n. 

ν(27Γσ) 

exp 

(8.218) 

(8.219) 
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Ñ{x) = So 1 -
11 + 

dqt\p{-q) 

^ { i + g [ i - / > W ] ) t 

(8.220) 

Γη the case of no vibration, = 0, and the expression for Ñ{x) reduces to the 
deterministic value of 

yL 
Ι 

α L YL + 2DO exp (8.221) 

A number of general comments may be made about the results obtained. Firstly, 
we note from eqn. (8.220) that the flux drops off" more rapidly than in the = 0 case. 
A plausible reason for this can be obtained from eqn. (8.216) for Ñ{0) which, by 
comparison with eqn. (8.221) for Λ^(0), shows that Ñ(0) > N(0). Thus the reaction 
rate in the moving plate is greater than that for a stationary one and causes a greater 
flux depression and therefore an increased attenuation rate of the neutron flux from 
the source. The actual magnitude of the effect will depend on the correlation function 
of the vibrations e(t) and this will be considered further in the next chapter. It should 
be pointed out at this stage that Barrett (1971) using a mixed diff'usion theory-collision 
probability technique has concluded that vibration increases the thermal flux-
disadvantage factor through an increase in the fuel to fuel collision probability. This 
is in contrast to the results of an extension of the theory described above to an infinite 
plate lattice of independently vibrating fuel elements (Williams, 1970). In that theory, 
we show that if a system is just critical with stationary plates, then when the plates 
are set into random vibration the reactor develops a positive period. Quite clearly the 
discrepancies between these two approaches deserves further study since it has 
important implications for reactor safety. 

An important point that emerges from the above work, whether it be that of 
Barrett or of Williams, is the eff'ect of parametric excitation and the fact that it 
changes the mean value. We have, of course, seen examples of this in previous chapters. 

We ask now what is the correlation function resulting from the vibrations. This 
theory has not been worked out in any detail, but following the simple method outlined 
above for the control plate in a sub-critical infinite medium, we can immediately from 
eqn. (8.208) write down an expression for (N(xi,ti)N(x2,t2)}. Thus with N(x,t) 
expressed in the obvious notation 

N(x,t) = |«- dt'N(e{t'),t')G(x,e(t'y,t-t') (8.222) 

we have 

( ( i V ( ^ i , i i ) - § ) ( ^ ( X 2 , Í 2 ) - | J ) = j'^jt' j'^Jt"(N(e(t'),t')N(e{t''),t") 

X G(x„e(i'); t,-1') 0{χ„ e ( í") ; - í")>. (8.223) 

Evaluating this integral, using {N{e',t')) = Ñ(Qi) and inserting into eqn. (8.217), we 
find 

f ' °ú fgexp( -g) / 
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With the plausible closure approximation 

{NN'G^G^) - {NN')(G^G^y (8.224) 

We have an integral equation for (ΝΝ'). However, we shall not pursue this topic 
further here. All of the work described in this section can be repeated for rods by the 
introduction of the appropriate mathematical functions. 

8.16. The variable strength absorber 

An alternative technique for the mathematical representation of a vibrating absorber 
has been suggested by Schwalm (1972). In the case of a homogeneous reactor, the 
effect of a vibrating rod, instead of taking the form 

7k(^( r - rk-€k (0 )A^(rk+€, (0 ,0 , (8.225) 

is denoted by 7k(t)K^-Tk)N(Tk,t), (8.226) 

where %(t) is a random function. That is, Schwalm assumes that the effect of random 
vibration about the point Fk can be simulated by a ñxed absorber whose strength is a 
random function of time but which does not execute any motion. This assumption is 
open to some criticism since, whilst there is undoubtedly some connection between the 
two cases, it is clear that the statistical properties of €k(0 cannot be related linearly to 
those of 7k ( O j which in fact is what Schwalm has done. As a matter of physical 
interest the formalism proposed by Schwalm would be more appropriate for the 
simulation of random fuel temperature changes or possibly, if the absorber were a 
pipe containing circulating ñssile material in the form of a molten salt, it could 
represent fluctuations in the concentration. 

To demonstrate the differences that can be expected to arise between such cases we 
might look at the linearized equations involving the terms (8.225) and (8.226). The 
linearization might arise, for example, in the Langevin method for small perturbations. 
Then we would have ^^^^^^ ^ Ν,(τ) + 6Ν(τ,ι) (8.227) 

and if 7k (0 = <7>k(l +\(t)), where Ak(0 is considered a small effect and <7k) is the 
mean value, the expression (8.226) will become 

<7k><^(r-rk)(7Vo(r) + (^iV(r,0 + Ak(Oi^o(r)), (8.228) 

where <7k)^(r—rk)AkiVo will enter as the random source function in the equation 
for SN. 

On the other hand, to linearize the expression (8.225) requires us to set not only 
Ν = Νο-l·SN, hut also 

^ ( r - r k - € k ( 0 ) ^ ^ ( r - rk ) -€k (O .V(^ ( r - rk ) . (8.229) 

The linearized product can then be written as 

7k(^(r-rk)A^o(0 + 7k^(r-rk)W(r ,0-7k€k.V(^(r-rk)7Vo(rX (8.230) 

where now — 7k€k · V(^(r-rk)7Vo('*) is the random source term. Not only is this entirely 
different in character from the previous expression, but the validity of the expansion 
of the delta function requires further justification. 
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To illustrate the point further, we can treat the plate problem discussed in Section 
8.15 by Schwalm's proposal. Then the equation becomes 

Conversion to integral form follows as before and we find 

Nix,t) = , 
exp -

dt^y{t-t^)N{0,t-t,)-

x^ 
4i)oio 

-at, 

(4^oio)* 

Now setting χ = 0 and averaging we get 

1 
<^(0 ,0> = ^ - j z dto{7(t-to)NiO,t-to)} 

OC Jo 

p-ocU 

(4Ροίο)*" 

(8.231) 

(8.232) 

(8.233) 

Setting (γΝ) C:Ü (y}(N) is not profitable since we would arrive at the stationary 
plate solution. Instead we use the technique discussed in Section 8.2 and after setting 
Λ: = 0 in (8.232) we multiply by γ( ί ) and again average. This leads to 

<γ(ί)ΛΓ(0,ί)> = § r o - ^ dt,{r{t)y{t-t,)N(0,t-t,)} ^ ^ ^ ^ , (8.234) 

where γο = <r>-
Now we use the closure approximation {jyN) ~ {jy){N), where 

<y(í)r(í-ío)> = Ryih) (8.235) 

is the auto-correlation function of y(i). 
Inserting this expression for {γΛ^̂ } into eqn. (8.233) for {N(0,t)}, we finally get 

To 

{N(0,t)} Ξ (N(0)} = — 2(Z)oa)i 

1 - 1 

Remembering that 
4Do{nct)i J 

dt„Ryit„) 
p-ato' (8.236) 

Α τ ( ' 2 - ί ι ) = Τ^<(1+Δ(/,))(1+Δ(ί,))> 

we find eventually 

(my = 
Oí 

1 - Ύο 

1 -
4aDo 4Do{noí.)iJo Ψο 

(8.237) 

(8.238) 

{N(x,t)) can be obtained by averaging eqn. (8.232) and inserting the expression for 
<γΝ}. 

Comparison of eqn. (8.238) with the corresponding one for the delta function case, 
i.e. eqn. (8.216), indicates that differences can be expected to arise. However, we note 
that for the case of stationary plates where both R¿¡^ and are zero, both methods 
reduce to the correct value. It might be argued, therefore, that for small perturbations 

13 W R P 
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8.17. Critical mass for fuel elements in a random array 

Lloyd (1959) has reported a series of buckling measurements on random arrays of 
fuel elements to see if such configurations would have bucklings significantly different 
from those resulting from a uniform array. HgO/uranium lattices were used and whilst 
the experimental errors were large it was concluded that the critical mass of a given 
random rod assembly would be larger than that of a similar but uniform array. 

Whilst insufficient data were given by Lloyd to make a numerical comparison 
possible a method for treating such a problem results from the general theory of 
Section 8.7. Thus if we consider a system of fuel rods with random but fixed positions 
in the x—y plane, ?k, and characterized by an axial buckling Βξ, we can write the 
critical equation as follows: 

^ο'^ΐΝ(ξ)-(Ό^Βΐ-^νΣα^Ν(ζ)-γΣ^-%^)Ν{ζ^) 
k 

+ νΎΣΚ(\%ι.-%\; Βξ)Ν(ξ^) = 0. (8.239) 
k 

If we use a slowing-down kernel of the form 

K(\r-r'\) = (8.240) 

then we have defined K{\%-%'\; Bl) as 

Κ(\%-Έ,'\; Βξ) = ¡'^ e'B''Ki^[{%-^r+z^)dz. (8.241) 

Assuming that the displacement of the fuel rods from a uniform position <?k> is 

^" '̂̂ '̂̂ '̂ ξ^ = <ξ^>+Δ„ (8.242) 

where the Ak are uncorrelated Gaussian distributed random variables with zero mean 
and variance σ^, we get, after using the standard source-sink procedure and the 
simplest non-trivial closure approximation, the following critical equation: 

2nR Ό k J 0 s^ + B¡ + K^ 
(8.243) 

where κ is the reciprocal of the diffusion length in the moderator, K(B^) is the Fourier 
transform of the slowing-down kernel and |p| is the radius of a fuel rod. 

Whilst we have not put numbers into eqn. (8.243) it is clear that, for given material 
properties, it will be necessary to increase η as increases. Thus we have proved, at 
least qualitatively and in accord with experiment, that a random array requires a larger 
critical mass than does the corresponding ordered lattice. 

the methods might not be too different in numerical value. Nevertheless, this remains 
to be verified and, moreover, the covariances (N1N2) will undoubtedly be more 
sensitive to the method used. Finally, it should be noted that Schwalm's method is a 
great deal more easily dealt with mathematically so that an investigation into the 
precise numerical discrepancies would be of some value from a practical point of view. 
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C H A P T E R 9 

Associated Fluctuation Problems 

9.1. Introduction 

A number of problems, not directly of a nuclear nature, but which affect reactor 
behaviour in a random fashion, can arise. In this final chapter we shall consider a few 
of these aspects; in particular, (1) vibration of rods, beams and plates; (2) fatigue due 
to random stresses; (3) variable heat conduction; (4) the mechanism of void formation. 
Each of these topics has been mentioned in earlier chapters and its effect on reactor 
response noted. Here we shall examine the origins of these noise sources in more detail. 

9.2. Random vibration of mechanical components 

We have mentioned the fact that the energy arising from coolant passing through 
the core can excite and sustain vibratory motion of control rods and fuel elements 
and of any other structural component. Let us consider now in more detail the equa
tion of motion of the vibrating system. 

In Section 8.9 we noted that the transverse displacement from equihbrium e{z,t) of 
a point on a rod distance ζ from the lower end, at time i, could be represented formally 
by the equation £ ( ζ , Ο Φ , 0 = F ( z , 0 , (9.1) 

where L is an operator defined by the model use for the rod motion and F is the 
random transverse loading per unit length generated by the turbulent flow of the 
coolant or some other specified effect. 

To proceed further it is necessary to decide upon the form of £ , the boundary 
conditions and the nature of the random term F. 

The simplest beam model of any engineering value is the damped Bernoulli-Euler 
model in which the load per unit length is equated to the rate of change of shear. The 
shear in turn is related to the bending moment and hence to the displacement. The 
equation for the displacement therefore becomes (Burgreen et al, 1958; Thomson, 
1965; Bogdanoff and Goldberg, 1960): 

where Ε is Young's modulus, / is the cross-sectional moment of inertia, μ is the vis
cosity of water (or of the fluid in which the rod vibrates), ρ is the density of the rod 
and A its cross-sectional area. 
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A more complete description of the motion of a rod or beam is given by Timoshenko 
and Goodier (1951) who take into account the rotatory inertia as well as the shear 
deformation. This leads to a pair of coupled equations for displacement and rotation. 
External viscous damping is accounted for in both the transverse and rotatory senses. 
In addition, Crandall and Yildiz (1962) have included an internal resistance based 
upon the Voight type of visco-elasticity in the force-deformation relations. 

The resulting equations may be written as follows: 

where ψ is the angular displacement at (ζ, ί) . 
The parameters in the above equation are defined as follows: ßi = CJpA, β2 = C2IPI 

= CzlpAr^, where and are external viscous damping coefficients for transverse 
and rotatory motion, respectively, and depend on the fluid in which the rod vibrates. 
6 1 and 62 are the Voight visco-elastic damping coefficients for bending moment and 
shear, respectively, and are physical properties of the rod. Finally, al = Ejp = EIjpAr^ 

and al = kGjp with G the shear modulus, r the radius of the rod and /: is a shape 
factor which is about | (Timoshenko, 1957, 1966). This is clearly a very compre
hensive model and a number of attempts have been made to simplify it. One approxi
mation is to neglect the rotatory inertia term d^i/rjdt^ in eqn. (9.4) and is known as 
the "shear b e a m " approximation. This does not appear to lead to any appreciable 
reduction in complexity and another approach has been adopted by Rayleigh which 
includes rotatory inertia but neglects shear deformation. Thus ^ = dejdz and the 
shear force is defined by „ , , . „2, _ , , 

"̂ f-"'(̂ -A«), (9.5) 
Μ being the bending moment. V, Μ and ψ can then be eliminated from the basic 
Timoshenko equations and a single equation for e obtained, viz. 

. • - . í ( . . . | ) S . ( a - a . | ) | . ( . - . ' £ ) S = ¿. (9.6, 

This is the Rayleigh model. A modified Bernoulli-Euler equation can be obtained by 
dropping the rotatory inertia eff'ect r^d^ejdz^dt^, but which retains the visco-elastic 
forces and also the rotatory external forces. Setting = /?2 = 0 leads to the simple 
Bernoulli-Euler equation given earlier. Further work on these problems may be found 
in Samuels and Bringen (1958). 

The most recent work on rod vibration is due to Paidoussis (1965, 1966) which, 
however, neglects the internal resistance of the rod but accounts more accurately for 
the axial motion of the fluid past the rod. As far as the author is aware this particular 
equation has not been employed in any depth for noise studies although it has proved 
useful in the interpretation of experimental results for the maximum displacement of 
a fuel rod from its equihbrium position (Paidoussis, 1969, 1974). 
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unit) = dt'K{t-t')Ut'\ (9.12) 

where we have set the lower limit equal to minus infinity on the assumption that the 
initial transients have died away. 

Writing a „ ( 0 as ^^^^^ ^ dt'KiñUt-t') (9.13) 

we can form the complete solution, viz. 

<Z,t) = Σψη{ζ) Γ dt'h„(t')Mt-t') 
η Jo 

s ΣΨη{ζ) f " dt'h„(t') dz'fn{z')F{z',t-t'). (9.14) 
η Jo Jo 

in general, the mean value of F, i.e. (F), is zero, so it follows that <e> = 0. The 

9.3. Statistical considerations 

Whilst the experimental correlations of Burgreen et al. (1958) and Paidoussis (1965) 
are valuable from the design point of view they are based upon correlations which 
have only an indirect connection with the underlying theory of rod motion. Let us 
consider therefore the general analysis of eqn. (9.1) for any arbitrary model L and 
forcing function F. We will assume for the moment arbitrary boundary conditions at 
the endpoints and later specialize to a particular model (Bourgaine, 1970). 

Define the eigenfunctions ψη{ζ) by the equation 

L{z,t)f„{z) = f „ ( i ) f „ ( z ) , (9.7) 

where f^it) is a time-dependent operator and the Ψη{ζ) satisfy the boundary con
ditions. Now we expand e(z,i) and F{z,t) as follows: 

β ( ζ , 0 = Σ α . ( 0 ^ η ( ζ ) , (9.8) 
η 

F(z,t) = ΣΜί)Ψη(ζ), (9.9) 
η 

insert into eqn. (9.1), multiply by ψηι(ζ) and integrate over the domain of z. Using the 
fact that the eigenfunctions ψη(ζ) are orthonormal, i.e. 

^dz^^(z)rjr,{z) = 8,,^ (9,10) 

we obtain f n ( 0 « n ( 0 = Λ ί Ο - (9.11) 

Note that fn{t) is a random function of time which we shall take to be stationary and 
that if F{zj) is a random function of space as well as time, the f^(t) are themselves 
randomly distributed for a given value of t. 

We may formally write the solution of (9.11) in terms of the Green's function 
(impulse response function) A^(i) as 
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covariance function {e{z-^,t^e{z<¿,t^) is given by 

rum 
dt' 

dt' 

dt"K{t')h^{t"){fn{h-t')U{h-t"y) 

dt"K{t')h^t") dz' dz'f^z') 

X f ^ ( z " ) < F ( z ' , í i - í ' ) x F ( z " , Í 2 - í " ) > . (9.15) 
But for a stationary process 

{ / • ( z i , t ^ ) F { z ^ , = φρρ{ζ^,ζ^; t^-ti). (9.16) 

With an obvious abbreviation for the covariance of e we can now write 

dt' dt"K{t')h^{t") dz' dz"f^{z') 

x V ^ » ( z " ) í * F í - ( z ' , z " ; r - í " + í'). (9-17) 

If we define the Fourier transform of h{t), viz. 

dωé''*H{ω), (9.18) 

then we can write (9.17) as 

1 
^'1 nm 

dz' 

• o o 

— 00 

L 

dω'Ηη{ω')Εΐ{ω')β-'-'^ 

dz"ψAz')ψ^{z")<^FF{z\z"^ω'\ (9.19) 

where O F F ( Z ' , Z " ; ω) is the Fourier transform of < F ( z i , í i ) F ( z 2 , Í 2 ) > . We have therefore 
the cross-correlation function of the amplitudes of vibration in terms of the p.s.d. of 
the transverse force fluctuations. Clearly, the p.s.d. of e(z,0 is 

Φεβ(Ζι ,Ζ2; ω ) = Σ ^ n ( Z i ) ^ , ^ ( Z 2 ) i ^ n ( ^ ) ^ m ( ^ ) dz' dz-ψ,Χζ') 

χψΜ')ΦΕΕ{ζ',ζ"',ω), (9.20) 

To make further progress we must investigate ΦΡΡ more closely. Following Reavis 
(1969) and Gorman (1969a, ¿) we use the following simplifying assumptions: (1) 
effects on wall pressure due to surface boiling and heat-transfer ñn mixing turbulence 
are neglected; (2) there is no correlation between the pressure fields on different rods; 
(3) rod motion is assumed to have no effect on the pressure field in its neighbourhood; 
(4) the pressure field is homogeneous over the rod length; (5) the pressure field for 
turbulent air in a duct is identical to that for water over a fuel rod; (6) the lateral shear 
stress of the fluctuating pressure is normal to the wall: lateral shear stress can therefore 
be ignored as a significant source of excitation. 

With these restrictions in mind we relate the forcing function <F(zi, ^ 2 ) ^ ( ^ 2 » ^2) ) to the 
turbulent pressure correlation function (p(zi,ti)p(z2,t2))' The connection can be seen 
by studying Fig. 9.1 which shows a cross-sectional area of the rod of diameter d. It is 
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F I G . 9.1. Lateral differential force elements per unit length acting on a vibrating rod. 

assumed that the pressure difference between a point on the surface of the rod and its 
value diametricaUy opposite can be measured; this is calledp{z ,e , t). Now the upward 
force on the rod in the section dO in the direction A ->A'is ^pdcosddd. The total force 
is therefore 

or the correlation function is 

{F(z„t,)F(z„t^)) = J ^ 

πΙ2 
p(zAt)cosedO (9.21) 

-πΙ2 - π / 2 

(9.22) 
Similarly we can write the p.s.d. as 

i/2 
ΦΡΕ(ΖΙ,Ζ2; ω) = 

• π / 2 

- π / 2 

• π / 2 

- π / 2 
^ρρ{ζι,Ζ2; 0,Θ'\ω)cosθcosθ'dθdθ\ (9.23) 

But it has been shown by Bakewell (1962, 1964) from experimental measurements 
that 

ω — ( z i - Z 2 ) } e x p 
ΟΛΙω 

k i - ^ 2 l 

x e x p { - | í ^ | ^ - ^ 1 ¡ , (9.24) 
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,2 _ 3 2 6 5 \, 0 - 6 9 5 [ l - e x p { - 3 O 2 S } ] 
52+4.34 52+4.34 

(9.26) 

We are now in a position to choose the appropriate model for the rod. Using for 
simplicity the Bernoulli-Euler model of equation (9.2), in the manner of BogdanofiF 
and Goldberg (1960), and a simply supported structure such that the boundary 
conditions are β(0,ί) = e (L , 0 = 0 (9.27) 

and 5 - 2 
^ 8^ 

= 0, (9.28) 
\z=L 

where L is the length of the rod, we can insert eqns. (9.8) and (9.9) for e(z,t) and 
F(z,t) and with f„{z) = (2/L)4sin(«^z/L), « = 1 , 2 , 3 , w e gett 

Ρ ^ ά ; ( ί ) + / * α „ ( 0 + £ / ( χ ) ^ « ( 0 =fnit). (9.29) 

The impulse response function h„(t) is obtained by replacing/„(?) by S(i), whence 

/ Ü ^ ) = ¿ is' + 2μ,8+ρΙ}-\ (9.30) 

where p\ = EI{m¡Ly¡pA, 2 = μΙρΑ and i/,j(w) = hn{w). 

Inversion of h„{s) gives A„(i), viz. 

^«(0 = ¿ - ^-"" 's ina^í {t > 0), (9.31) 

w h e r e = ρΐ-μΐ and we have assumed αξ, > 0. 
We note at this point that should the influence of a defective support on the p.s.d. 

wish to be investigated then the appropriate "defective" boundary condition would 
have to be used to calculate ^„ (z ) and Αη(0· 

Insertion of h^it) or Ηη(ω) and Φρρ into (9.19) or (9.20) leads to the correlation 
function or p.s.d. for the vibrational displacement. The only unknown is Φ{ω) and in 
practical calculations this is taken to be independent of ω since it varies very slowly 
over the region of ω where Ηι(ω) varies rapidly. In fact the frequency region of 

t In some approximate treatments, the damping term proportional to an(t) is replaced by introduc
ing a small imaginary term in the coefficient multiplying unit). This procedure has the same qualitative 
effect in that it introduces damping but it is clearly not a fundamental approach (Robson, 1963). 

where Φ(ω) is the p.s.d. of the fluctuating pressure and may be regarded as originating 
from turbulent eddies: its precise calculation depends therefore on a solution of a very 
difficult problem but has been given as a correlation by Coreos (1962) and Baroudi 
(1963) in terms of the hydraulic radius D and the coolant flow velocity U. Uc = O-^U 
and d is the rod diameter. 

Inserting (9.24) into (9.23) and integrating over θ and Θ' we obtain: 

^FF{Z,.Z,^ ω) = O(o;)cos ( ^ ( ^ 1 " ^ ^ ^ ' ^ ^ ^ 

where, with S = ωd|U, 



2 0 4 Random Processes in Nuclear Reactors 

interest is usually dominated by the first resonance frequency corresponding to 
viz. 

\Η,{ω)\' = {{ρ\~ω^ + 4μΙω^}-\ (9.32) 

i.e. the p.s.d. is very peaked for ω ^ p-^. Reavis has gone so far as to neglect all higher 
mode contributions to the mid-span ( z j = Zg = L/2) mean square deflection ( e ^ ) , 
such that 

dz' dz"f^{z')f^{z")<brF{z',z"; ω). (9.33) 

Similarly the average fundamental p.s.d. which we define as 

Φ^(ω) = dz^Φ,,{z^,z^•, ω)ψ^{ζι)ψι{ζ^ 
Jo Jo 

dz' άζ"ψ^{ζ')ψ^{ζ")ΦΜζ\ζ''; ω) 

can be written for this simple model as 

φ = m 

(9.34) 

(9.35) 

(9.36) 

where is the fundamental frequency and Β{ώ) is the spatial average of ΦΡΡ{. . . ) . 
Equation (9.36) should be compared with eqn. (6.85) used in the point model 

approximation of vibration. In fact the results are not quite the same because the 
earlier result employed the synthetic damping approach of introducing a term 
(l+/^o)^ instead of μ^έ. However, in the neighbourhood of the term ΑμΙω^ 

ΑμΙωΙ and then with ω = Inf TJQ = μ^π and A{f) = Β(ω)Ι(2π)\ we arrive at the 
same result. The present analysis highlights the approximations inherent in the point 
model approach. 

Insertion of the various analytical forms for Η^(ω\ ψ^(ζ) and O F F lead to integrals 
which can be evaluated. However, the result is rather cumbersome from an algebraic 
point of view and so we will not write it down: the interested reader can go to Reavis 
(1969). In Reavis's paper his formula is compared with a number of experimental 
results. The basic result is not in very good agreement in absolute terms but it does 
give a formula from which the important physical parameters influencing vibration 
can be deduced. Also by means of a simple correlation factor a working formula for 
root mean square deflection can be obtained which is in excellent agreement with 
experiment. An example of the expected deflection is given by Reavis using the 
following data : rod diameter = 0-422 in., length = 20 in. The support conditions 
are unknown but the natural frequency is found to be pjln = 41 Hz and have 1 % of 
critical damping. The rod is mounted in a channel with hydraulic diameter 0-534 in. 
and is subjected to a parallel flow of water at 193 in. sec-^ at a temperature of 575 °F. 
The value of V<^^> is 0-00026 in. or about 0006 mm, which is very small but could, 
over a long period of time, lead to fatigue of a component. 

Closely related to the displacement, e , and of considerable importance as regards 
fatigue studies, is the bending moment M(zj) or the bending stress S = M{z,t)IZ 
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where Ζ is the section modulus of the rod. The bending moment is given according 
to Bernoulli-Euler beam theory as 

M{z,t) = EI-

Thus, returning to eqn. (9.14), we find that 

8z^ 
(9.37) 

Μ{ζ,ί) = ΕΙΣΨ"η{ζ)\ dt'/iAO] dz'f,(z')F(z',t-t') (9.38) 
η Jo Jo 

and hence the cross-correlation function, viz. 

dt' dt" {M{z„t,)M(z„t,)} = {ΕΐΥΣΨ"η(ζι)^:„{ζ,) 
nm . 

xK(t')hUt") {"^dz' i''dz"Mz')f^(z")(F(z',t,-t')F(z",t,-t")). (9.39) 
Jo Jo 

If we define the cross-correlation of the bending stress as Oss(^ij^2 5''') th^ii we can 
write it as 

\ ^ J nm Jo Jo 

X j^dz'j^dz"if,(z')if^(z'') ΦΡΓ{Ζ\Ζ''; r-f + t'y (9.40) 

The maximum mean square bending stress, which we will later use, is defined as 

<̂ >̂ = O s . ( § , § ; 0 ) . (9.41) 

Equation (9.40) can, of course, be written in terms of the p.s.d. ΦΡΡ{Ζ^·,Ζ2\ ω) 
when this is more convenient. 

Some numerical calculations of mean square displacement and mean square stress 
along a beam, together with the associated correlation functions, have been made by 
Samuels and Eringen (1958). Bernoulli-Euler and Timoshenko models were used and 
it was concluded that for displacement calculations the Bernoulli-Euler method was 
satisfactory. However, for bending stress, the Bernoulli-Euler model failed completely 
and the Timoshenko result was required. This being the case, the appropriate form 
relating Μ to transverse displacement, e , and angular distortion, ψ, is 

« ( V , = « ( . . e . | ) ^ ) . (9.42) 

The reader is referred to the source paper for more details. 
Occasionally, longitudinal motion of a rod can arise in a reactor. A typical situation 

has been discussed by Nicholson (1958) in connection with a possible reactor-
instability mechanism due to interaction of longitudinal vibrations, heat generation, 
thermal expansion and neutron kinetics. Nicholson's analysis shows that under certain 
conditions an instability will exist in a reactor of the type that has solid fuel elements 
that run continuously the length of the core. Self-sustained stresses can build up, 
causing the fuel elements to exceed their yield-point. Nicholson also shows, however, 
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that in the presence of sufficiently high frictional damping the instabihty can be 
prevented. Calculations using data appropriate to the Enrico Fermi Fast Reactor 
show that the system is stable against this particular effect. 

The mathematical model that represents longitudinal oscillations of a rod can be 
obtained by treating it as an elastic body subject to damping and excitation and setting 
up a force balance (Thomson, 1965). We ñnd therefore that if u(z,t) is the displace
ment from equilibrium, it is given by the equation, 

' l d z ' ^ = dP,+dP,+dP^, (9.43) 

where dP^ (elastic restoring force) = AE ^ dz, 

dPR (resistive force) = Ay^dz 

{PR assumed proportional to velocity) and dPj^ = Fj^dz is an external force. Thus the 
equation for longitudinal motion is 

+ (9 44) 
dz"^^^dt g dt^ ^^-^^ 

γ being a damping coefficient dependent on the external medium and the material of 
the rod which gives rise to internal friction. 

The corresponding stress Sii{z,t) is found from 

S,,iz,t) = E ' j ^ \ (9.45) 

If Fj^ is a random excitation, which is (for example) in Nicholson's treatment due to 
thermal expansion, the corresponding correlation functions for u and Sn can be found. 
Knowledge of <σ^) is useful for fatigue studies and some calculations are given by 
Thomson and Barton (1957). 

We note in passing that a point model approach to the above problem was con
sidered by Nicholson (1958) who set up an equation of motion for the endpoint of the 
rod by treating it as a loaded spring. Thus with L(t) = LQ+x(t), where L(t) is the length 
of the rod at time / and LQ is the value at equilibrium, it is found that 

x + ωl(x-ocLQθ)^l·ωQSx = 0, (9.46) 

where is the natural frequency for free longitudinal vibrations, α is the coefficient 
of thermal expansion, ^ is a damping coefficient and θ is the temperature difference 
T(t)-TQ at time t. The equation for e{t) is given by 

HÓ = P, = (P{t)-PQl (9.47) 

where P(t) is the power and Η the heat capacity of the rod. The kinetic equation gives 

P=\(ke.(t)-ß)P(t)+fpQ (9.48) 

with hex = -yxit), where γ is a reactivity coefficient. 
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_ PQCLLJ 

ω,βΗ[\Η^,ιΙβγγ ^^-"^^^ 
Considering all possible mechanisms of damping it was shown that S for the Fermi 
reactor could never be less than 10^* and therefore that the reactor was stable against 
oscillations of this type. It would be useful to repeat this analysis using a space-
dependent model. Also instead of exciting the system with a sinusoid a random source 

could be used and the various p.s.d. obtained for x{t) and Θ{ί), 

9.4. Fatigue and component failure 

The structural members inside a power reactor must be designed against failure for 
at least 30 years. This is due to radiation hazards which prevent maintenance being 
carried out inside the core. Clearly, due to irradiation creep, wear, corrosion and 
fatigue, the mechanical strength and other physical properties of the core components 
will change over the reactor life. Thus the prediction of the lifetime of a component is 
of considerable practical importance. Because the phenomena which cause the defects 
listed above are of a random nature it is necessary to apply statistical methods for 
lifetime estimates. In addition, the components themselves, even though outwardly 
identical, will differ in their internal structural composition, thereby introducing a 
further degree of uncertainty into the calculation. 

In this section we shaU discuss one of the above topics, namely fatigue, since the 
underlying theory has been fairly well established in other engineering areas, in 
particular aeronautics (Miles, 1954). Failure due to corrosion, creep, etc., requires 
much further fundamental investigation before a reliable criterion for life can be given. 
Fatigue is the name used to describe the deterioration in strength of a component as a 
result of the action of variable stresses as a function of time. The stress variation can 
be deterministic, e.g. a sinusoidal modulation, or more usually a random variable. 
At the present time the description of fatigue rests almost entirely on a phenomeno
logical basis. This is understandable since any detailed analytical work would require 
a complete description of the internal microscopic structure of the component and a 
method for incorporating this into a useful measure of deterioration. Present-day 
work relies upon Miner's (1945) concept of cumulative damage, which may be de
scribed as follows: if a material is subjected to a number of stress reversals (i.e. stress 
going from — 5 to + 5) at a certain vibration level, and the total number of stress 
reversals to failure at this level is N^, then the partial damage is given by 

A = ^ ^ . (9.50) 

If the vibration level is changed, then the new partial damage, Dg, for n^ stress reversals 
with N2, for failure is given by = n^jN^. The total accumulated damage Dj, is 
given by m „ . 

= X ^ . (9.51) 

Component failure is said to occur when = 1 (Robson, 1963). 

This set of equations when hnearized can be solved for a sinusoidal input 
Pi(Ooc exp(/wi) and the values of ω for stability obtained. It is found that to prevent 
instability the damping coefficient S must be greater than where 
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S^N{S) = = constant. (9.52) 

where 5Ί and a are determined by the material and its geometrical shape and associated 
fixtures. Some useful comments on N-S curves are to be found in Yeh (1973). 

To return to the stress probability function, we must calculate the expected number 
of peaks occurring within a given range during a given time interval. Figure 9.2 shows 
the situation that must be studied. 

F I G . 9.2. The fluctuations in stress about the mean value. Attention is drawn to the number of 
peaks in a given stress interval (S,S+dS) and the length of time spent there. 

We require knowledge of the probabihty of a peak in (S,S-]-dS) in time dt; we call 
this p{S)dSdt since we expect it to be a stationary process and therefore dependent 
only on the time interval dt. Thus in a time Γ, the total number of peaks in {S,S-VdS) 

Tp{S)dS 

which in turn will lead to a damage in dS due to peak stresses equal to 

Tp{S)dS 
N(S) • 

The total expected damage (D) is given by 

rp(s)ds 
{D) = T N(S) 

and the mean time to failure TF is when (D) = 1, i.e. 

C-p(S) •dS. 
Jo N(sr 

The probability of failure during a service life 7 s is therefore TSJTF. 

(9.53) 

(9.54) 

(9.55) 

(9.56) 

When the stresses leading to fatigue are random, the above definition remains the 
same but must be reinterpreted. In particular, the stress S{t) will be a random function 
covering a range of values, governed by a statistical law. However, the actual magni
tude of the stress is of little relevance without knowledge of the number of cycles that 
the stress executes in unit time at a specified level. In addition, it will be necessary to 
have experimental information about N{S\ i.e. the number of stress reversals to 
failure at a given stress level S. This is usually given semi-empirically in the form 
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and 

At this point it is important to note that the above formula is only considered to be 
valid for narrow-band excitation, i.e. when the dominant frequency which excites the 
structure lies within the band-pass region of the structure itself. If the exciting 
frequency forms a broad band then a more satisfactory method of calculating TF is 
to divide the stress spectral density into regions (Ο,^^), (ω-^^,ω^), etc., which cover the 
broad bandwidth. At the same time, partial mean square stresses and number of peaks 
per unit time are defined as 

= * <^ss(o^)dw, (9.60) 

i/"<¿) _ 1 
(9.61) 

-K^H^). (9.62) 
The total damage (D}^^ is now 

< D W = Σ r ^ ; ^ ' ( ^ ) " r ( l + í ) . (9.63) 

The mean life to failure can be calculated when {D)^j^ = 1. Some numerical examples 
can be found in Yeh (1973) and also a discussion of some other aspects of fatigue 
calculations and experiment (beware, however, of the numerous typographical errors 
in the article). 

14 W R P 

The calculation of p{S) is not entirely straightforward for the following reason. At 
first sight it may seem that if the stress amplitudes are distributed in a Gaussian 
fashion such that F{S)dS is the probability that the stress lies between S and S-\-dS, 
then p{S) is also Gaussian. This, however, is not true as was shown by Rayleigh 
(1899-1920) for the two-dimensional random walk problem and by Rice (Wax, 1954) 
for a narrow-band-pass filter. The details of the calculation will not be given here; 
suffice to say that to obtain p{S) it is necessary to know the joint probability function 
p(S,S,S) where dots indicate differentiation with respect to time. More precise details 
are given by Robson (1963). The resuk, however, is that p(S) is given by 

K S ) = .n|.-W, (9.57) 

where is the number of peaks per unit time (equal to the half number of zero-
crossings) and is the mean square stress as obtained from the elastic model 
employed for the beam (see Section 8.9). In principal,/?(.S) should depend on position, 
i.e. where the stress is applied, but we will assume that an appropriate spatial average 
has been taken (Yeh, 1973). 

Inserting eqns. (9.52) and (9.57) into (9.55) and integrating leads to 

< « > - r , r , ( s ! ^ ) " r ( i + 2 ) (9.58) 
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9.5. Fatigue calculations by the method of zero-crossings 

An alternative approach to damage calculations has been proposed by Crandall et 
al. (1962) which is also convenient for calculating the variance in the expected damage 
{D^) — {Dy as well as <Z)> itself. This is clearly of practical importance. 

The total time interval Τ over which the damage is to be calculated is divided into 
Μ equal sub-intervals and within each sub-interval a partial damage di is associated. 
The total damage D is therefore 

Z) = Σ (9.64) 

where the di are correlated random variables. The mean and variance of D are there
fore given by 

{D) = Σ { d i ) (9.65) 
1 = 0 

and var(Z)) = (D^}-(Dy = Σ (didj}-{D}\ (9.66) 
i 

If the stress history is a stationary random process, it is legitimate to assume that 
the statistical averages needed are invariant with respect to a translation of the time 
axis. Therefore 

(di) = (dj) = (do) (9.67) 

and (didj) = {dodj-,) (9.68) 

for any / and j \ We can now rewrite the sums as follows: 

(D) = M(do), (9.69) 
M-l 

var(Z)) = Mm)-(do)'} + 2 Σ {M~k){{dM-{d,Y}, (9.70) 
k = l 

We note that for /: -> Μ (Af large), í/q and d,, become less strongly correlated and 
w2iv{D)->M{{dl)-{d,)\ 

It remains to define di. As we have seen in Section 9.4 the damage for one cycle (or 
stress reversal) is given by iV¿"̂ , where Ni is the number of cycles until failure at 
maximum stress S,. To avoid the subtleties of calculating the probability distributions 
of peak amplitudes, Crandall et al hypothesize that the damage can be written in 
terms of a zero-crossing of the stress process rather than a peak value. In that case 
the damage is defined as , 

= (9.71) 

since there are twice as many zero-crossings as peak values. The zero-crossing is 
related to the stress amplitude through the slope ^ = d^\dt at the time where 
^ = 0. Thus the greater dX = ^, the greater will be the resuUing stress peak; 
this certainly appears to be a sensible assumption. The maximum stress 5 resulting 
from a zero-crossing with slope c9 îs written 

S = i § , (9.72) 
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where JV^IS the number of zero-crossings per unit time. More precisely we can write 

- J —oo 
Ιω 

1 
Tri Φ{0)Α 

_ 1 
π σ se 

(9.73) 

(9.74) 

where is the mean square stress and σ% the mean square of the rate of change of 
the stress. 

Equation (9.72) would be exact for simple harmonic motion of frequency Ji, 
therefore in a narrow-band process it is expected to be a good approximation to the 
amplitude of the peak stress following the associated zero-crossing. It is believed that 
the statistics of the zero-crossing damage process, so defined, will not be significantly 
different from the peak associated damage process. 

To proceed we divide Τ into sub-intervals Δ? such that ΜΔί = Γ, where Δί is small 
enough such that the stress history Sf(t) is linear over it. If we now define the joint 
probability function p{^{t), ^{t)) where t is the time at the beginning of the interval 
Δί, we can calculate the fraction of samples which possess a zero-crossing in the sub-
interval Δί. First, however, we note that a zero-crossing will arise only for those ^ 
and ^ t h a t satisfy the conditions 

- ^ Δ ί < ^ < 0 ( ^ > 0), 

0 < ^ < - ^ Δ ί ( ^ < 0). 

We can now calculate the value of {d^} as follows: 

(9.75a) 

(9.75έ) 

1 
d^ 

which for small \¿^Aí\ becomes 

<^o> = Δ ί 

Pi^,^)ä6^+l-^^ä^j\ji6^,^)ä^ (9.76) 

Ι̂ΙΚΟ.̂). (9.77) 

On the assumption that S^(t) and S^(t) form a Gaussian process we may write (Robson, 
1963): 1 

exp (9.78) 

Inserting (9.78), (9.72) and (9.52) into (9.77) and using = nJ^a^, we obtain 

« > = Λ 4 ( & Ρ ) · Γ ( , . | ) , (9.79) 

hence (9.80) 

which, if we recall that J^j, = , is identical with the result obtained from the 
Rayleigh distribution in the previous section. It should be noted that the derivation in 
this section accounts for the random variation in cycles in the period Τ as well as the 
randomness in the amplitudes. 

14-2 
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Using the same technique, we can now calculate the variance in the damage as 
defined by eqn. (9.70). Firstly, we require {dl) which is given by 

{dl) = ^t \^\p(0,ñ (9.81) 

jTAt (^yni + a ) . (9.82) 

The calculation of (dQdj,} requires the joint probabihty function K̂CÔ îO; 
¿^(t+T),6^(t-\-T)), where τ = kAt, By integrating over the sub-region where both sub-
intervals have zero-crossing we find by arguments similar to those used above that, 
for k 4=0, 

{dM = d^oj^^ d^, \^MO,^ol Ο,Λ). (9.83) 

Using a four-dimensional Gaussian for / ? ( . . . ) (Lawson and Uhlenbeck, 1953; 
Middleton, 1960), viz. 

χ Ο , ^ ο ; 0, ^ . ) = exp {-̂ (Λ22^οΗ2Λ24^οΛ + Λ44^.^)}, (9.84) 

where Λ and Λ^̂  depend on the auto-correlation function of the stress process 
< y ( 0 ^ ( i + T ) > = R(T) and are given by 

Λ = [R(0y-R{T)^[R\0)-R'\Ty] + 2R'{Tf[R(0)R''(0)-R(^^ (9.85) 

Λ22 = = -R\0)[R(OY-R{Tr]-R{0)R\T)\ (9.86) 

A,, = R'\r)[R(Of-R(rrHR(r)R\T)\ (9.87) 

R{T) will be given by the model used to represent the rod vibrations and is in general a 
function of position. However, in the present limited description of fatigue it would 
correspond to the position of maximum stress although, in a more detailed study, the 
fatigue damage itself might well be position dependent. 

Inserting (9.84) into (9.83) and taking α to be an odd positive integer (for mathe
matical convenience) we obtain 

where F ( . . . ) is the hypergeometric function. 
Var(D) can now be written in limit as -> 0 as 

(9.89) 

Further progress requires a specific model for R(T), 
If we take the average fundamental p.s.d. of the stress, as defined by eqn. (9.38), 
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/ ? ( r ) = 

where p"^ = wg-/¿g. 
For white noise input such that RC{T) = 4μQωl(σ^)^{τ) we obtain 

R(T) = < σ 2 > ^ - / Ό τ | ο ο 8 / ? τ + ^ sin;?T| (r ^ 0) (9.93) 

when < σ 2 > is the mean square stress. 
Using this model it is noted that the hypergeometric function oscillates with period 

TT/WQ. The integrand in eqn. (9.89) has peaks at ηηΐω^ and zeros at (2η+\)πΙ2ω^ 
(η = 1 ,2 ,3 , . . . ) . Moreover, the integrand is negligible in the range 0 < τ < 77-/2^0 
and therefore a good approximation to the integral in eqn. (9.89) can be obtained by 
replacing the quantity in curly brackets by 

f ( - | , - | ; i ; ^ - - - ) - i 

with the limits changed to (n|2ωQ, oo). This approximation is good for PQ < and 
/¿o^ > 1. The expression for var(Z)) then becomes 

^^i*) = Ö P K ' i ' - ^ ' ^ ' ' - " " j - ^ d ' ' (9.96) 

For /¿o < lOíDo and α < 15 the above formula is considered by Crandall et al. to 
be adequate for engineering purposes. Moreover, very little extra error is incurred in 
this range of μο and α if we neglect the terms involving and and simply write 

which indicates a linear growth with Τ and an inverse dependence on the damping 
factor 

The standard deviation = (var (/)))*, and hence we write the relative variance 
for a given material as / \s i 

<¿)> ι ; ^^-99) 

which indicates that it decreases inversely as the square root of T, PQ and 
Ϊ 4 - 3 

then using the Bernoulh-Euler beam model we can write for the corresponding 
correlation function . /.^ \ j 

Λ(τ) = 1 Γ " (9.91) 
2 7 7 - J _ o o ( ω 2 - ω 2 ) 2 + 4 ^ 2 ^ 2 ' ν 

where C(w) is proportional to the average p.s.d. of the random force statistics. 
Inverting the transform, we have 

1 



214 Random Processes in Nuclear Reactors 

or 2JVF^ = ' Í 

Quite clearly there are some important advances to be made in the field of fatigue 
failure which will involve the use of better probability distributions for the occurrence 
of stress reversals, a more adequate description of the spatial variation of the fatigue 
and a calculation of the failure time probability distribution. 

Further reading relevant to stress calculation and fatigue prediction may be found 
in the following papers: Liepmann (1952), Kraichnan (1956a, έ), Lyon (1956a, 6, 
1960a, 0, 1961), Maidanik (1961) and Smits et al (1962). 

9.6. Random heat transmission and generation 

In most of our work on random heat generation as used in previous chapters we 
have assumed that the temperature fluctuations in a component were spatially averaged 
or, in some unexplained way, space independent. In this section we shall examine this 
problem in more detail. Two specific situations which should be fully understood are 
the temperature distributions arising from volume and surface random heat sources. 
The former can arise from non-uniform fuel enrichment in a particular fuel element 
whilst the second is connected with fluctuations in the coolant-fuel heat-transfer 
coefficient, which is a surface eff'ect. A further problem that we will examine in less 
detail is the effect of a random thermal conductivity or a random density on the 
resulting temperature distribution. In essence, then, we shall study the spatial variation 
of temperature noise in typical reactor components and discuss how the conclusions 
may affect our interpretation of experiments. Some pioneering work in this field is 
due to Samuels (1966) and we shall base our discussion on his approach to the prob
lem. I t should also be borne in mind that non-uniform temperature distributions both 
in space and time lead to thermal stresses which, as we have seen, lead to fatigue 
failure after a certain lifetime. 

9.7. Random heat generation in slabs, spheres and cylinders 

In this section we will consider a very simple random heat-generation problem. 
Consider a slab of material bounded by the planes χ = Q and x = / and containing a 

A numerical example is given by Crandall et al, to illustrate the above work using a 
beam clamped at the lower end and with a mass attached to the free end. The beam is 
set into motion with a dashpot damping device. Treating it as a system with one 
degree of freedom the correlation function is evaluated and with the appropriate 
physical data the damage {D) and its variance at the root of the beam are calcu
lated. The interesting comment is made that the definition of failure <Z)> = 1 is not 
precise in that, because of the variance σ^, there is actually a distribution of failure 
times TF. This distribution is unknown but the central limit theorem may be invoked 
to show that for large Τ it is Gaussian with a variance about {TF) (given by eqn. 
(9.59)) obtainable from the solutions, 7 | , of the equations 

</)> ± = 1 (9.100) 
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random heat source t). The temperatures, Γ, at the slab surfaces are fixed such 
that r(0, t) = T{1, t) = Γο, where Γο is time independent. The equation to be solved, 
therefore, is 2 τ 

subject to the above boundary conditions. 
We will assume that Q{x,t) = Qo + ^Q(xj) where Ö 0 is constant in space and time, 

and SQ is a stationary random Gaussian process. F rom linearity we can then infer 
that corresponding fluctuations in Γ(χ, t) wiU also be random. We further assume that 
(SQ) = 0 and write T(x,t) = (T(x)} + ST(x,t), where <Γ(χ)> is the average time-
independent value of Γ. Inserting Γ and Q into the equation we find 

0 = A : ^ + eo (9.103) 

and p C ^ = k^^+SQ, (9.104) 

where <r/(0)> = <Γ(/)> = and 8T(0,t) = ST(l,t) = 0. 
Solving (9.103) leads to „ 

{T(x)} = T,-^x{l-x). (9.105) 

To obtain the solution for STwe use a finite sine transform (Sneddon, 1951) such that 

Snx, t) = ] ^Vn{t)ún , (9.106) 

SQ(x,t) = ^ Σ q n m n , (9.107) 

where r„(i) = ^[^T{x, i)sin i/x (9.108) 

and 9„(0 = £ á e ( x , O s i n ( ^ ) j x . (9.109) 

Inserting these expansions into (9.104) we find 

,c'Ml^k{^JL^\^^,)^,^^,y (9.110) 

Solving this equation, and assuming that the source was "switched-on" in the far 
distant past, we can write 

P ^ o e - A " ^ o ^ . ( r - r o ) , (9.111) 

where = ^{^"j. (9.112) 

Inserting into the equation for 8T we find 

mx,t) = ¿ i^sm^^'j jyt,e-^''*'q„(t-t,) (9.113) 
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or using (9.109) 

8T{x,t) = Σ^ύη{^ψ^ (9.114) 

Thus we have the temperature fluctuations in terms of the heat source fluctuations. 
We can now calculate the cross-correlation function Φτ(Χι,Χ2ΐ ^) follows: 

Φτ i^i, ^ 2 ; ^2 - ^I) = < ^ N ^ I , ^I) ̂ nx„ t,)), (9.115) 

4 
/ Σ Σ sm —7-Msm — d x dx^m\—¡-\ 

x s m 
\ t / Jo Jo 

(9.116) 
where we can write (SQSQ) = φQ(x\x"; t^-t^-tQ + t^), (9.117) 

φQ is, hopefully, prescribed and from the resulting integrations we obtain a measure 
of the temperature noise. To illustrate the problem consider the case when the source 
is purely random and hence 

φ(^ {x\ x"; r ) = σΐ δ{χ' - χ") 8{τ). (9.118) 
We then obtain 

ΦΑΧΜτ) = J ^ _ s m ( — ^ ) s m ( - y ) (9.119) 

which indicates that the correlation time is of order Af ̂  = {pClk){ljnf. 
The mean square temperature fluctuation is obtained by setting x^ = = χ and 

τ = 0, whence 2 oo i ¡ \ 
< ^ W > = / ^ . ¿ ¿ S I N ^ ( ^ ) (9.120) 

which can be summed exactly to give 

< Á W > = ^ ( Í ) ( l - Í ) . (9.121) 

The r.m.s. temperature therefore ^{{8Ty) does not have the same shape as the 
average temperature; indeed we may write the relative variance as 

<Γ>-Γο Q \pClj ^[x{l-x)y ^^''^^^ 

Relative fluctuations are therefore largest at the edges although absolute values of 
the r.m.s. temperature, which are most important from the practical point of view, 
are largest in the centre of the slab. 

The probability density temperature fluctuation is Gaussian and can be written as 

(τ-<τ)γ (9.123) 

2{(δτγ} 
hence we may obtain the probability that Τ will exceed some prescribed level 7Ό by 

p(T > T,) = Γ dTp(T). (9.124) 
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The extension of this procedure to a cyhndrical rod is straightforward and involves 
the use of a Hankel transform (Sneddon, 1951). 

A more common boundary condition at the surface of a heated element in a 
reactor is the " r ad ia t ion" condition, viz. 

/:Vr(r,r)|, = -Α(Γ(Γ„0-Γ, ) , (9.125) 

where the subscript s indicates surface value. is a mixed mean coolant temperature 
and h the heat-transfer coefficient. In general, both h and Tc can be random functions 
of axial position and also time. Thus in addition to any random heat generation there 
is also a boundary condition which contains random parameters. If, as is usual, we 
are concerned with relatively small deviations from the mean, then with h = hQ + Sh 
and Tc = Tco + STc we can rewrite the boundary condition (9.125) as follows: 

-kV(T) = hQ{(T)-TJ (9.126) 

and -kWST = ho(ST-dTc) + 8h{(T)-TJ, (9.127) 

where we have neglected products of second-order terms. These boundary conditions 
will account therefore for fluctuations in inlet coolant temperature and fluctuations in 
coolant velocity through their effect on the heat-transfer coefficient. 

A number of examples of random surface conditions for various geometrical 
configurations have been given by Samuels (1966). We shall consider one such case 
which illustrates the effect of a random boundary condition. I t does not correspond 
exactly to the boundary condition (9.125), but is sufficient to illustrate an important 
point regarding the limitations of point model noise analysis. 

We consider a sphere of radius a with a random surface temperature but with no 
heat generation within it. In that case the equation of conduction reduces to 

k {rT(r,t)} = pC I {rT(r,t)} (9.128) 

subject to T(a,t) = Ts(t) (Tg random) and T(0,t) bounded. Taking the Laplace trans
form of eqn. (9.128) and solving the resulting second-order differential equation, we 
obtain for the Laplace transformed temperature {s is the transform variable): 

= X _ aT,(s)smh{(slK)ir} 
^^'''^ " rsmh{(slK)ia} ' ^^'^^^^ 

where Κ = kjpC. 

Inverting the transform we find 

T{r,t) = ^ Σ {-Τ^' ( ^ ) sin ( ^ ) rdt^e-^r^UT^it-t,) (9.130) 
r n^l \ α / \ CI / Jo 

from which the cross-correlation function can be obtained. However, a quantity of 
some physical interest is the mean square temperature as a function of position across 
the sphere. We seek therefore 

(T(r,t,)TM) = φ(r;t,^t,) (9.131) 
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and calculate Φ(Γ; 0) = (T^(r)}, viz. 

<^'<'»-^Μ /-'""(τ)(τ>'»(=)^'"(=) 
0 

dt'oexp ( - λ„ Í0 - ÍÍ) Φs(to - to), (9.132) 

where Φs(t2-t^) = {TsitdUt,)} (9.133) 

is the correlation function of the random surface temperature. 
For white noise input φ^τ) = σΙδ(τ) and <Γ^(/·)> reduces to 

<r(,)) = 2 ^ ^ Σ ( - ) » . . x ^ expNzrr /aj-expj-nz^rr/g] ^.^ ¡mnrX 
^ ^ ^ exp [w7r ] -exp [ -AW7r] \ a j ^ ^ 

In Fig. 9.3 we plot the quantity 2^Κ^σηα^ {9.US) 

and note that the fluctuations are confined to a thin surface region r > 0'9a, This 
fact is important since it indicates that in any point model approximation where a 
weighted average value of (T^(r)) is needed, the value will be very much less than a 
straight volume weighting. In addition it indicates that noise sources give rise to 
effects which are highly localized in space and consequently in any measurement it 
should be ensured that the detector (e.g. thermocouple) is as close to the noise source 
as possible for maximum efficiency. 

We shall consider no further problems in detail, but since the cylinder is an impor
tant geometry in nuclear reactor cores we will show how the corresponding conduction 
equation can be solved for a boundary condition of the form (9.125) in which h and 
Tc are not random but for which there is random heat generation. 

The conduction equation for no axial conduction and radial symmetry may be 

plus the boundary condition T(0,t) finite and 

= -hiT(a,t)-T^ (9.137) 

Writing e{r,t) = T(r,t)-To, we have 

=-hd(a,t). (9.139) 

mr,t) 
dr 

and 

A convenient solution can be obtained using Sneddon's finite Hankel transform 
(Sneddon, 1951), viz. for any function / ( r ) , we have 

Km) = j\f(r)Jo(oCmr)dr (9.140) 
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F I G . 9.3. Mean square temperature in a sphere with white noise random surface temperature. 
(From Samuels (1966) / . Heat Mass Transfer, 9, 301.) 

with an inversion theorem 

where is defined by 

hJQ{cCrna)-ccM^mä) = 0 (m= 1 ,2 ,3 , . . . ) . 

Applying the transform to the equation for (9(r, t) we get 

Q(m,t) = rQ(r,t)Uoc^r)dr. 
Jo 

where 

Solving for initial conditions at í = — oo, we get 

K^,t) = ^j^dtoQxp(-KocltQ)Q{m,t-to). 

Using the inversion theorem, we find 
/ / Λ, w\ Λοο 

dtotxp(-Kxlto) 

(9.141) 

(9.142) 

(9.143) 

(9.144) 

(9.145) 

r'Q(r',t-tMa^r')dr' (9.146) 
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9.8. Burn-out and heat-flux perturbations 

The calculations described above are of interest not just from the point of view of 
normal operating temperature noise, but also in connection with burn-out predictions. 
We have already seen from eqn. (9.123) that the temperature exhibits Gaussian 
fluctuations: thus it is essential to know whether the probability that the temperature 
will exceed a prescribed level will become appreciable. 

Burn-out problems are particularly important in the design of boiling-water 
reactors (although not exclusively so) since it is essential to maintain the heat flux 
below the critical value at which film boihng sets in. On the other hand, from the 
economic viewpoint, it is important to operate at as high a rating as possible. However, 
because of statistical fluctuations it cannot be guaranteed that a prescribed " s a f e " 
heat flux will remain constant. The statistical aspect enters in a number of ways, but 
in essentially two specific groupings: physical characteristics and process variables. 
Typical of the physical characteristics variables for a heterogeneous reactor would be 
the fabrication tolerances, e.g. outside diameter of the fuel element cladding, the 
concentration of the fissile isotope per unit length, the local equivalent flow diameter 
of the fuel element assembly in a coolant passage and the mass flow of a coolant 
through its channel. Process variables are heat-transfer coefficients (intimately con
nected with mass-flow rate), radial and axial neutron fluxes and the macroscopic 
fission cross-sections after irradiation. The latter must be considered a random 
variable, due to uncertainties in the methods employed to calculate burn-up in the 
fuel elements. 

We shall discuss below a general procedure for dealing simultaneously with the 
random variables listed above. For the moment, however, it will be useful to concen
trate on one specific item, namely non-uniform concentration of fissile material, and 
see what methods can be used to assess the local fluctuations in temperature of the fuel 
element surface. 

9.9. Non-uniform fuel concentration 

We shall consider this problem in terms of spatial fluctuations only. This is a valid 
assumption in view of the fact that the local inhomogeneities in fissile material remain 
constant with time (neglecting burn-up) but randomly distributed in the fuel element 
volume. We will further assume that the thermal conductivity is non-random and 
spatially constant. Thus the heat conduction equation for a cylindrical fuel element 
may be written as 

" 1 a . 1 T(rAz)=Q(rAz). (9.147) 

The heat-source term Q is given by 
QirAz) = μN(rAz)σ, φ{rAz\ (9.148) 

where μ is the heat released per fission, σ/ is the spectrum averaged fission cross-

from which the various correlations and mean square values can be obtained in terms 
of the cross-correlation function of Q, 
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where QJJ,E,z) = -K 
\r=R 

( 9 . 1 5 4 ) dr 
Μ 

= ΣesζsH(Θ,z\r,A,Zs) ( 9 . 1 5 5 ) 
s = l 

in an obvious notation. 
If we assume independence of strength and location, Q^, will depend on two specific 

probability distributions, viz. 

( 1 ) Λ ( 0 = Mv,d^^, + (l-MVs)S^,o ( 9 . 1 5 6 ) 

which is the probability that ^ = 1 or zero where Μ is the mean number per unit 
volume of inclusions and we have assumed that the inclusions are randomly distributed 
throughout the fuel element. 

( 2 ) P2(e), 

where P2(e)de is the probability that an inclusion will give rise to a heat source of 
strength ( e , e + ¿ /e) . 

section and Ν(Γ,Θ,Ζ) and Φ(Γ,Θ,Ζ) are the fissile atom number density and neutron 
flux at the point {r,E,z). Note that it is essential to use a full (r,/9,z) geometry for this 
problem since the fuel inhomogeneities are randomly dispersed and do not therefore 
allow radial symmetry or axial independence to be assumed. 

We now assume that Q may be written as 

Q(rAz) = Q,ir.zHQ^{rAz\ ( 9 . 1 4 9 ) 

where öo is the heat generated by the uniformly distributed fuel and is due to the 
"inclusions". These inclusions may be regarded as localized in small volumes into 
which the element has been divided, and can be represented mathematically by delta 
functions in position with the appropriate heat-generating strength. Thus we write 

QÁrAz) = Ϊ6,ζ, fc^^ δ(θ-θ,)8{ζ-ζ,), ( 9 . 1 5 0 ) 

where equals unity if an inclusion (i.e. the point ν^,θ^,ζ^ lies in and zero if not. 
We also define as the amount of heat generated by the 5 t h inclusion which is 
located at {τ^,Θ,,ζ^). β„ r^, and are random variables. If now the heat-source term 
is inserted into eqn. ( 9 . 1 4 7 ) , it is clear that the solution consists of Γ Ο ( Γ , Ζ ) , the tem
perature distribution arising from the uniformly distributed heat source, plus 
Tj,(r,E,z), the random fluctuation due to the inclusions. The calculation of Γ Ο ( Γ , Ζ ) is 
straightforward, that for Tj, requires further thought. It may, however, be written in 
terms of the Green's function of eqn. ( 9 . 1 4 7 ) , which we call G(r,E,z\r\E',z'), as 
follows: 

T,(rAz) = Σ esζsG(rAz\rsA,Zs^ ( 9 . 1 5 1 ) 
s = l 

The corresponding heat flux at the surface, r = R, of the element is 

Q(RAz)= -klT(rAz)\r=n ( 9 . 1 5 2 ) 

Ξ qQ(R,z)+q,(RAzl ( 9 . 1 5 3 ) 

^T,(rAz)\ 
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Now the characteristic function (Bartlett, 1962) of a random variable is defined as 

Ρφ{Ζ) = {^Φ% (9.157) 

where < . . . > indicates a statistical average. If for φ we use qj, as defined by eqn. (9.155) 
and remember that the terms in the sum are independent variables, we have 

Μ 

s=l 
(9.158) 

where < . . . )i2 indicates averages over Ρ1Ρ2· 
With the average over performed, we get 

< . . .>i2 = l-Mvs + MvsjyeP2(e)Qxp{iZ€H(e,z\rsA,Zs)}. (9.159) 

Inserting (9.159) into (9.158) and taking logarithms leads to 

Μ 
l o g F j Z ) = X l o g < . . . > . 

= 1 
(9.160) 

Allowing Vs -> rsdrsde^dzs, expanding the logarithm and changing the sum over s to 
a volume integral, we obtain finally 

\ogFAZ)=^MnLR^ + M dz, r.drA dd, deP(e) 
Jo Jo Jo Jo 

xcxp{iZ€H(e,z\r,A,Zs)}. (9.161) 

The mean value is obtained by differentiating with respect to Ζ and setting Ζ = 0. 
Then we find from (9.157) 

(q^z)} = M(e} dz.. 
rR '2π 

de,H{e,z\rsA,Zsy 

Similarly, the variance = (ql) — {q^Y is given by 

dz. r,dr. 
2π 

de,m{e,z\r,,e,,z,y 

(9.162) 

(9.163) 

If we can assume that the heat ñux at the surface due to a single inclusion is always 
small compared with the effect of the others then the probability distribution for q^ 
is approximately Gaussian, viz. 

P{q,) - -j^^ 6 χ ρ { - ( ^ , - < ^ , » ν 2 σ ^ } . (9.164) 

The probability that q^ will not exceed some prescribed level qm is clearly 
1 

^J2π.σJ P(q^)dq^. (9.165) 

Further examples of the technique described above may be found in Knowles and Fox 
(1972) together with some numerical calculations for specific systems. 
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2 A „ I ho ^ (k+aho) • 
(9.172) 

Clearly (ST) = 0. However, on the assumption that ((Shif} = ((Sh^f} = {(Shf), we 
can write the mean square fluctuation of Τ as 

(k + ah,y 

At the surface χ = a this becomes 

mn (9.173) 

= «R>-NO)^L(l+^,)<(F>. (9.174) 

9.10. Random heat-transfer coefficient 

A further example of random heat flux which arises from surface imperfections of a 
heated element can be given if we assume that such imperfections are reflected in a 
random heat-transfer coeflicient. Thus we consider a slab of width la containing a 
spatially uniform, non-random heat source QQ, with the following boundary condi
tions: , . . 

- k = h,{z){T{x,z)-T,,) {X = a), (9.166a) 

k = h,{z){T{x,z)-T,Q) ( X = -a). (9.166¿) 

X is the transverse dimension and ζ the axial one. h^{z) and h^iz) are taken to be 
random functions of ζ (due, for example, to surface roughness) and the problem is to 
find the properties of the corresponding random heat flux at the surface. Assuming 
that the heat-transfer coefficients can be written h^ = hQ + Sh^ and = Ao + ^Ag where 

<̂  Äo, we can hnearize the boundary condition by setting Τ = (Τ}-\-δΤ and 
neglecting ShST, We then find the following equations must be solved: 

A : ^ + ß o = 0 (9.167) 

plus the boundary conditions d{T)ldx = 0 at χ = 0 and 

- k ^ = ho{<T}-T,,) (x = a). (9.168) 

Also we have = 0 (9.169) 

together with -k^ST= h^8T+Shi(,{T)-T,^) (x = a), (9.170a) 

k^8T= hoST+Sh,({T}-TJ ( X = -a). (9.170Ö) 

These equations are readily solved and yield 

<R>-R,o = ( « ' - ^ ' ) . (9-171) 
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9 . 1 1 . General formulation for surface temperature fluctuations 

Abernathy ( 1 9 6 1 ) has given a useful general approach which enables the effects of 
a number of fluctuating variables to be assessed as far as their influence on the fuel 
element surface temperature is concerned. Thus, if we write the surface temperature 
Γ 5 = Ts(ui,U2,U3,...,%) as a function of the random variables w¿ (physical or process 
variables), then we can expand about the value it takes when w¿ = w¿, their average 
values, viz. 

7 ^ 5 ( 1 / 1 , 1 / 2 , 1 / 3 , . . . , % ) = Γ , ( Μ Ι + Δ Ϊ / Ι , Μ 2 + Δ Ι / 2 , Ϊ / 3 + Δ Ι / 3 , . . . ,ί/^ + Δι/^), ( 9 . 1 7 8 ) 

^ η + Σ i f ^ U i ( 9 . 1 7 9 ) 

i = l CUi 

^ To+I^a^Au,, ( 9 . 1 8 0 ) 

1 = 1 

where JO = ( « 1 , 1 / 2 , " 3 , · · - ^^v) and we have assumed that |Δί/,| <̂  w¿. 
The variance in w¿ is ((AuiY) = σ% so that for independent random variables we 

can write the variance of Tg as follows: 
^1 = ( ( T s - m ^ m ( 9 . 1 8 1 ) 

= Σα^σΙ ( 9 . 1 8 2 ) 

Even if the individual variables t/¿ are not Gaussian, it may be shown, via the 
Central Limit Theorem, that for Ν large the distribution of θ will approach Gaussian. 
In view of this fact we may write 

and hence calculate Ρ(θ < θ^). 
To illustrate how this method might be employed in practice, consider the tem

perature distribution at the surface of the cladding in a gas-cooled reactor with the 
simple configuration shown in Fig. 9 . 4 . Assuming an axial heat source of cosine shape 
QQCOSBz, a coolant mass flow rate rh and a heat-transfer coefficient A , we can easily 
write down the cladding surface temperature at any height ζ (El-Wakil, 1 9 7 1 ) , namely 

[~ 1 / BH\ 1 
Tci{z) = ^ c i + ^ / ö o [ ^ ^ ^s in5z+s in — cos5z (9.184) 

Similarly, the heat flux ^ ^~^dx (9.175) 

may be written, at x = «, g = ( q ) - k ^ ^ ^ ^ ^ ^ (9.176) 

or < 0 - < i > ^ = i«r>-no)̂ P t̂ (9.177) 

From this expression we can obtain an estimate of the fluctuations and note the para
meters of importance in promoting them. 



Associated Fluctuation Problems 225 
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F I G . 9.4. Typical fuel channel in graphite moderated-gas cooled reactor. Τ^ι{ζ) is the surface 
temperature of the cladding (shaded area) at height z. 

where is the inlet coolant temperature, Af is the area of the fuel region, C ,̂ is the 
specific heat of the coolant and C is the circumference of the cladded fuel. In addition, 
we have a "corre la t ion" for the heat-transfer coefficient which can be typically written 
(El-WakiU971)AS ...,/,^Γ 

= 0023 (%-Τ· (9.185) 

where A^. is the coolant flow area, μ the viscosity of the coolant and the equivalent 
flow diameter equal to 4^c/wetted perimeter. Each of the parameters in TQ\{Z) has a 
fluctuation and, by using the formalism given above, the net effect can be obtained. 
However, it should be noted that separate experiments or calculations may be required 
to find the individual variances. Abernathy (1961) applies this technique to temperature 
fluctuations in the Experimental Gas-cooled Reactor at Oak Ridge (ORNL-2500, 
1958). 

9.12. Burn-out in boiling-water reactors 

There appears to be little basic theory regarding this topic, with most of the 
engineering calculations based upon empirical results. Those by L. S. Tong (1968) 
are considered to be fairly reliable and have been obtained by a series of painstaking 
experiments to detect the departure from nucleate boiling (DNB) for a given heat flux. 

The results are given in the form 

P{BO) = y¿— Ί'" cxp{-(v'-aYI2al}dv\ (9.186) 

where a and are obtained from experiments for various geometric and surface 
conditions. P(BO) is the probability of a burn-out event for a prescribed minimum 
local burn-out heat flux margin, in this case defined as TJQ^. 
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9.13. Thermally induced random stress fluctuations 

It is well known that when materials are heated they change their dimensions unless 
they are in some way constrained. If the heated element is constrained then stresses 
will be set up within it: we call these thermal stresses and a full discussion may be 
found in Timoshenko and Goodier (1951) and also in Smith (1956). 

As we have shown in previous sections, a reactor operating at steady state is subject 
to random temperature fluctuations both in time and space. We may conclude, 
therefore, that these give rise to random stresses in the various core components. It 
follows then, by analogy with random vibrations, that these temperature fluctuations 
can lead to structural fatigue and possible failure according to the Miner criterion. In 
this section we shall briefly indicate the method for calculating random thermal stress 
and show how the results can be used to calculate damage. 

If it is assumed that there is no axial variation of temperature and that the tem
perature is radially symmetric, we can write for the three components of stress 
Sr,S0,Sz in a sohd cylinder of radius a the following expressions: 

' l - v \ a \ 
J(r')r'dr'y (9.187) 

(9.188) 

(9.189) 

where α is the linear coefficient of expansion and ν is Poisson's ratio. 
It was assumed in the derivation of these stresses that the axial displacement of the 

rod was zero. On the other hand, the radial displacement, u, can be deduced from 

l + v 
U = a 

1 - v ( 1 - 2 I ' ) T . V(R')RVR'+I T{r')r'dr' (9.190) 

To find the time dependence of the stress corresponding to random temperature 
fluctuations, let us use eqn. (9.146). Then for S^(r,t) we find 

aE 2 1 Í 2 1 

Λο exp ( - Kal to) r ' Q(r\t - U)Uoi^r')dr\ (9.191) 

from which the mean square stress al{r) can be found. Similarly for the other com
ponents. Using the maximum values of the stresses the time to failure can be found 
as outlined in Section 9.4. 

It is clear that to go beyond this semi-empirical representation will require a 
detailed statistical knowledge of fuel-element surface conditions and bubble behaviour 
in the neighbourhood of a heated surface. Such an investigation has yet to be carried 
out successfully. 
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9.14. Bubble formation and diffusion 

. .There has certainly been a great deal of effort put into understanding boiling. 
If you consider noise in boiling and various possible geometries, void distributions 
can be extraordinarily complicated. I have spent a good deal of thought on it, and 
people at M.I.T. in their boiling laboratory have done a good deal of work. To 
correlate the statistics of noise with the statistics of the bubble configuration would 
be an extraordinarily difficult j o b — " 

This statement was made by Garrett Birkhoff at a conference on "Industrial Needs 
and Academic Research in Reactor Kinetics" held at Brookhaven National Labora
tory in 1968 (BNL-50117-T-497). Faced with this statement by such an eminent 
applied mathematician one cannot help being pessimistic about the possibility of an 
easy solution to the problem of bubble behaviour and its influence on reactor dy
namics. However, whilst the difficulty of the problem is not in dispute, there are many 
ingenious approximate methods that have been developed for gaining understanding 
of boiling. It is, moreover, fortunate that most reactor transient effects are not too 
sensitive to the detailed bubble behaviour but can be described adequately by a lower 
level of description. We shall discuss below some of these methods and indicate their 
relative merit as far as reactor noise studies are concerned. 

It is convenient to separate the problem into two parts : (1) examination of the 
individual bubble dynamics and (2) the behaviour of bubbles en masse. In order to 
understand how these parts combine to form a quantity of relevance to kinetic 
behaviour, let us consider the density of a liquid containing an ensemble of bubbles. 
The mixture density of steam and liquid in a boiling system can be written 

P^t) = P.<t)^Pii\-<t)\ (9.192) 

where and ρ χ are the densities of vapour and liquid, respectively, and α is the void 
fraction, being equal to the ratio of volume of vapour to total volume. 

Rewriting (9.192), we have 
P^t) = P^<t){p,-Piy (9.193) 

Under steady boiling conditions the fraction of space occupied by the vapour is 

<t) = %it^^dt)R\it\ (9.194) 
i 

where Ni(f) is the density (number per unit volume) of bubbles of radius Ri(f), In 
view of the random nature of boihng both 7V¿ and Ri are time-dependent. Indeed there 
should in principle be a space-dependent coordinate in Λ̂ , since the system is not 
necessarily homogeneous in bubble distribution. From eqn. (9.194) it is clear that 
both Ri and Ν i must be studied. In principle, these two parameters interact; however, 
for the sake of simplicity we will assume that the time-dependent behaviour of a 
bubble in a mixture can be obtained by examining an isolated bubble. 
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Transient thermal stress does not seem to have received a great deal of attention in 
connection with reactor component failure, but useful pioneering work may be found 
in the papers of Murray and Young (1944), Murray (1945), Clark (1950), Stein (1957) 
and Karush (1944). A general discussion on steady-state thermal stresses with passing 
reference to transient and fatigue problems is given by Thompson and Rodgers (1956). 
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9.15. Dynamics of a single bubble 

We shall consider the rate of growth of a single bubble in a superheated liquid 
since this is a crucial factor in determining the density changes and heat transfer in a 
boiling system. This problem has occupied physicists and mathematicians for many 
years, both theoretically and experimentally. Theoretical studies have dealt with the 
necessary conditions for the formation of a bubble nucleus and the formulation and 
solution of equations which describe the time-dependent behaviour of the newly 
created bubble of finite size. Experimental work has centred around high-speed 
photographic methods for examining boiling and more recently in the use of laser 
beams to calculate bubble-size distributions. 

It is the view of Frenkel (1946) and others that a bubble originates from a nucleation 
site within the liquid. These nucleation sites can be very small bubbles of entrained 
gas or impurities in the form of minute particles. The absence of such centres would 
make it necessary to overcome very large intermolecular forces to initiate boiling thus 
permitting a very high degree of superheat to be attained: this situation has been 
demonstrated in very pure water systems. The fact that, in practice, high superheats 
are not attained indicates that the processes mentioned above are the most likely 
causes of bubble formation. 

The problem of describing the growth of a bubble, once formed, was first studied 
in depth by Lord Rayleigh (1917) in the incompressible, inviscid flow approximation. 
He obtained an equation which bears his name, viz. 

Pi 

where Poo is the system pressure and PjXR) is the pressure in the liquid at the bubble 
wall. 

Equation (9.195) involves some incomplete physical assumptions and was extended 
by Plesset (1949) to include the effect of surface tension by using the relation 

P,XJ?) = P , - ^ , (9.196) 

where P^ is the vapour pressure in the bubble and σ the surface tension. The asymptotic 
solution of (9.196) for constant P^ using this correction leads to 

P ( 0 - P ( 0 ) + ( | ^ ^ ) S (9.197) 

which does not accord with experiment (Dergarabedian, 1953). 
Further developments in this field recognized that the temperature difference 

between liquid outside and vapour inside would be an important factor in bubble 
growth. It was further noted that the temperature at which the process of boihng can 
commence must be greater than the saturation temperature corresponding to the 
external system pressure P^. If we consider an embryonic bubble with radius R^, and 
initial superheat temperature Γο, Λ^η Γο must exceed by an amount which corre
sponds to the excess value of P^^ compared with Poo, where P^^ is the vapour pressure 
corresponding to Γο- This pressure diff*erence is clearly 2σ/Ρο. Because of these factors. 
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CiPiijiaif Jo R{t)^(t-n 
dt' (9.201) 

{αχ = thermal diflfusivity of liquid). 
This leads finally to a non-linear integro-differential equation for bubble growth, 

viz. 
2σ 

(9.202) 

For a uniformly distributed heat source we must add to the terms in square brackets 

R{t')R{t') 

the quantity 1 
PiCi} 

Q(t')dt'. (9.203) 
0 

It may also be necessary to take into account the generation of new bubbles from 
surfaces and nucleation sites as the temperature of the system increases. 

Numerical solutions of the integro-differential equation have been made and, with 
experimental distributions for Ni, the calculated density changes are in reasonable 
agreement with experiment (Greenfield et al., 1954). 

We also mention the work of Flatt (1960) who has examined the rate of formation 
of bubbles in a homogeneous reactor caused by the diffusion of radiolytic gases 
formed in the reactor. In this work a diffusion equation is set up for the concentration 
of dissolved gases and this in turn determines the rate at which bubbles grow due to 
diffusion through the vapour-liquid interface. The question of initial bubble forma
tion is, however, not considered. 

1 5 W R P 

Plesset and Zwick have shown that the temperature at the hquid-vapour interface 
decreases and thereby reduces bubble growth rate. 

The effect of a changing interface temperature means that with the Plesset correction 
for surface tension the bubble radius is given by 

RR^iB?-\-^ = Mlẑ, (9.198) 
PiR Pi 

where P^(t) is an unknown functional relationship due to the effect of the moving 
boundary. 

For low superheat and neglecting spatial variation of temperature within the bubble 
the Clausius-Clapeyron equation can be used, viz. 

df^nv.-ViY ^^-^^^^ 

where L is latent heat and and Vi are the specific volumes of vapour and liquid, 
respectively. 

Integrating (9.199) we find 

This equation has to be supplemented by an expression for the interface temperature 
which Greenfield et al. (1954) show to be 

L p , rt R(t')R(t') 
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9.16. Diffusion of bubbles in heated channels 

Let us consider now the behaviour of bubbles as a statistical assembly with the 
assumption that R(t) itself is not of direct interest but rather the fraction of voids at 
time t that arise from bubbles of radius R{t). 

We follow Houghton (1961) in this respect and treat the problem as a special case 
of Brownian motion. Thus, in normal operation, the liquid in a heated channel is in 
turbulent motion and we consider therefore a bubble as a free particle maintained in 
a constant irregular motion by the turbulent eddies in the liquid. Superimposed upon 
this random agitation is the directional effect of buoyancy and mass notion of the 
liquid phase through the channel. 

Using the methods developed by Langevin and extended by Chandrasekhar (Wax, 
1954), we can write down a Langevin equation for Wß(0 , the velocity of a bubble of 
radius R. Using a simple equation of motion we find 

^ ^ = - ^ [ W ^ - U ( r , 0 ] + m[A^(0 + K^(r,0], (9.204) 

where (1) y^[Wjj-U] is the dynamical friction term according to Stokes's law, U being 
the bulk hquid velocity; (2) Kjj is the external force term due to gravity; (3) is a 
rapidly fluctuating contribution arising from the effect of the turbulent eddies on 
bubble motion; it is analogous to the random molecular impacts experienced by a 
particle undergoing true Brownian motion due to molecular impacts. 

Finally, we note that m is not the true mass of the bubble as would be the case for 
solid particles, but due to the buoyancy effect is given by 

m = (p.+XPi)inR\ (9.205) 

X is a fraction of the mass of fluid displaced and, for water, lies in the range 0-46-0· 59 
(Dryden et al., 1956). From this we may conclude that vapour bubbles have a much 
greater inertia than might be anticipated from considerations of the mass of vapour 
alone. 

We now assume that the motion of the bubbles can be represented as a Markoff 
process and apply the equation deduced by Chandrasekhar (1943, p . 41) for the 
probability distribution, corresponding to eqn. (9.204), viz. 

eC^t) ^ ^ [ ^ ) v c , ( r , 0 - [ u ( r , r ) + ^ K , ( r , 0 ] c . ( M ) ) 

^ - V . J ^ ( r , 0 , (9.206) 

where Cfi(j,t)dx is the probability of finding a bubble of radius R in the volume 
element dx about r at time r. We assume that dx is suflSciently large to make this state
ment meaningful. An alternative interpretation of CR is that it represents the fraction 
of voids arising from bubbles of radius R. However, again it is necessary to assume 
that the bubbles are relatively small for this interpretation to be valid—remember 
that the Brownian particles are considered as point masses, whereas bubbles can be 
macroscopically large. This is a defect of the theory but, as we shall see, does not 
prevent it from yielding some useful conclusions. 
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The bulk hquid velocity at any point is related to the entrance velocity u by the 
relation 

where a(r, /) = Σ C^(r, 0 (9.208) 
R 

is the total void fraction for all bubble radii. 
It is also convenient to define the bubble slip velocity \R due to buoyancy as 

mK^lß and the bubble eddy diifusivity as Eß = kOjß (where θ is the absolute tem
perature of the hquid). Equation (9.206) can be interpreted as a mass balance which 
accounts for the effects of eddy diffusion, convection and gravitation. However, the 
volume of the vapour phase may be increasing due to nucleation and individual 
bubble growth, thus a more appropriate balance equation can be written as 

^ = - V . J ^ + / 7 ^ + t o (9.209) 

where is the ñux vector defined above and qR denotes the fractional volumetric 
growth or collapse rate of bubbles of radius R after leaving the channel wall. The 
term is the rate of creation of bubble nuclei of radius R in the bulk superheated 
liquid. 

Since eqn. (9.209) applies to bubbles of any radii, we can sum it directly over R to 
obtain ^ . . 

I = V . ( £ ^ V a - j H ^ - v a ) + p + i , (9.210) 

where να = E^JV^Cjj, ν being the slip velocity and ρ and q are self-evident. 
A complete description of the system requires a further equation representing heat 

transfer to the liquid phase. We can write this in terms of a heat balance as follows: 

P . C , ^ = - V . q ^ - / > , L ( / 7 + ^ ) . (9.211) 

The left-hand side is the rate of change of heat in the liquid phase, the first term on 
the right-hand side is the net heat n o w into the system due to diffusion and the second 
term arises from heat loss due to the conversion of water into steam, L being the latent 
heat of vaporization. The heat ñux vector q̂ ^ is given in a partially empirical manner as 

= -Ew^O^-^^ φ-θ,)-yaφ-Θ,\ (9.212) 

where is the saturation temperature and Εψ is the turbulent diffusivity of water. 
The first term denotes heat n o w from turbulent diffusion, the second from mass 
motion of the coolant and the third from buoyancy. 

Equations (9.210) and (9.211) are coupled non-hnear partial differential equations 
which, given U(r, t\ E^, E^, v, ρ and q , could be solved numerically. These data might 
be difficult to obtain with sufficient accuracy to warrant such a detailed calculation. 
In view of this fact the sensible view has been put forward by Houghton that the 
equations be linearized and the solutions obtained for small void fractions. To fix 
ideas we consider a steady-state two-dimensional problem of a heated channel, as 

1 5 - 2 
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F I G . 9.5. Schematic diagram of a heated channel. Coolant flows in through the base at jc = 0, 
with a profile u{y\ and is bounded by the heated surfaces y = ±h. The system is considered 

infinite in the z-direction and semi-infinite in Λ: ^ 0. 

shown in Fig. 9.5. The liquid enters the base in the x-direction with a profile 
= Φ% = 0, = 0. The gravitational field is unidirectional and we can set 

i'v = fζ = 0 and / \ 7 -

(see Chandrasekhar, 1943, p . 59). 
In addition we assume that the liquid phase is incompressible, i.e. V.u = 0, and 

also that turbulent diffusion in the x-direction is negligible compared with the disper
sion produced by mass flow. With these restrictions, eqn. (9.210) becomes 

u(y) , -Ida d(„ doc\ 
(9.214) 

L ( i - ^ ) ^ 

Similarly, the equation for heat transport is 

d_ 

dx\ 

where Γ = θ^θ,. 
Linearization is accomplished by ensuring that α <̂  1, neglecting velocity changes 

in both the hquid and vapour phases and assuming isotropic turbulence. Then for 
V ^ u, eqns. (9.214) and (9.215) become 

^ dot ^ e^a. 

For initial and boundary conditions we use: 

at x = 0, y^O; 

a = 0, Τ=θ,-θ, = Τΰ 

(9.216) 

(9.217) 

p . • 



at 
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>' = 0, x^O; 

dy dy 

y = Κ χ > 0; 

EwPiCj^= Q(x)-p,LN(x). 

N{x) is the rate of bubble production on the wall and Q(x) is the corresponding heat 
flux due to conduction in the liquid. 

On the premise that experimental void fractions cannot be measured to better than 
± 0 0 5 , Houghton estimates that the above linearization should not lead to serious 

error for void fractions less than 0-3. 

. 9 0 - 3 h 

O 
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0-2 0 - 4 0 - 6 0 8 1 0 12 

Dis tance a long channel , X , f i 

F I G . 9 .6 . Comparison of theoretical and experimental void fraction distributions in heated 
channels. The full lines are theoretical results and the circles, crosses, etc., are the experiments: 
O , Δ, • , X are from Maurer ( 1 9 6 0 ) ; · , A are from Egen et al. ( 1 9 5 7 ) . The complete figure 

is from Houghton (1961) , Nucl. Sei. Engng, 11, 121 . 

We shall not continue Houghton's analysis here since it may be found readily in the 
reference cited. It is sufficient to say that the above equations have been integrated 
with approximate, but physically acceptable, forms for Q, N, ρ and q. The results for 
the average void fraction across the system 

oc(x,y)dy 

have been compared with experiment at various heights up the heated channel and 
very reasonable agreement with experiment is claimed. Some typical theoretical results 
are shown in Fig. 9.6 compared with the experiments of Egen et al. (1957) and 
Maurer (1960). To obtain this fit, two constants appearing in the theory must be 
adjusted; nevertheless, the theoretical result is far from a "corre la t ion" since it 
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9.17. Phase-space representation of a bubble cloud 

Hulburt and Katz (1964) have applied the statistical mechanical approach to the 
behaviour of suspended particles and derived an equation analogous to that of 
Liouville. An extension of this idea to bubbles has been proposed by Sandervag (1971). 
His argument goes as follows. Let the individual bubble be characterized by a number 
of coordinates; for a spherical bubble one coordinate would be the radius, R, which 
is a measure of the linear extension. The external coordinates are those of spatial 
location, viz. χ = {χι,χ^,χ^^ 

In the phase space defined by the four coordinates (i^,x) each instantaneous bubble 
is represented by a point and the state of the system evolves in time along a trajectory 
determined by the velocity in phase space. These velocities are Xi (R, x, t) and R(R, x, t). 
If dr = dRdxidx^dx^ is a volume element in phase space, we define p(R,x,t) as the 
number of bubbles with phase-space coordinates (R,x) in dr at time t. If h(R,x,t) is 
the net number of bubbles introduced into the system per unit time in dr with phase-
space coordinates (R,x) then the differential equation for p(R,x,t) is 

^ K i ? , x , 0 + ¿ W x , O M ^ , x , 0 } + Σ ¿ - R . ( A , x , O X / ? , x , 0 } = h{R,x,t). 

(9.218) 
This equation is basically very formal since most of the parameters in it are unknown. 
R should be available from the Rayleigh equation and its modification, and can be 
calculated from a knowledge of the liquid velocity and properties. Similarly, h(R,x,t') 
is dependent on the flow properties of the system, the detachment of bubbles from the 
wall, the bubble generation in the bulk fluid, the coalescence of bubbles and bubble 
break-up. A formidable effort is required to calculate any one of these sources and 
therefore the phase-space approach is to be regarded as an idealized goal rather than 
a practical approach. Nevertheless, simple model approximations based on the 
Liouville equation may shed some light on important mechanisms involved in bubble 
dynamics. 
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A P P E N D I X 

Noise Equivalent Sources 

I T I S important to note that the autocorrelation function or p.s.d. obtained from 
artificially generated noise has an amplitude proportional to the square of the average 
neutron density. On the other hand, examination of eqn. (3.29) or (3.46) shows that 
the correlation function or p.s.d. due to inherent fission noise is directly proportional 
to the first power of the average neutron density. Also, whilst the functional de
pendence on ω and τ are the same for the two cases, the amplitudes are certainly not. 
It is not possible, therefore, without some additional assumption, to employ the 
Langevin technique to analyse the noise that arises directly from the inherent fluctua
tions due to fission. This can be seen more clearly if we compare eqn. (5.41) using 
(5.60), which makes no assumptions regarding the spectral shape of the artificial noise 
source. The one-delayed-neutron group form of eqn. (3.46) is: 

and from eqn. (5.60) 

Φ . » = ψ Φ Λ Λ ( - ) (^d^^Y ( A . 2) 

Since oii = w¿ we note a perfect functional match between the correlated parts of these 
expressions provided the noise source is white. This result is not surprising since both 
methods are essentially measuring the transfer function of the system. The problem 
remains, however, as to what noise source must be added to the reactor kinetics 
equations to yield the correct form of ΦΝΝ{Ο)) for inherent fission fluctuations from 
the Langevin technique (as was done for Brownian motion). 

Let us return to the set of equations (5.24) and (5.25) and assume that ρ is constant 
but that S{t) is a "noise equivalent source" which in some way simulates the effect of 
the inherent fission process, such that the correct correlation function is predicted. 
We will further assume that the mean value of S{t) is zero, thereby ensuring that the 
equations for the averages <Λ̂ > and <C> are faithfully reproduced. 

The correlation function for N{t) can be immediately written down from (5.39), 
viz.: . 0 0 Λ00 

Φ,ν^(τ) = Λο dt¡, G(to) G{Q Φss{r + ίο - Q (A. 3) 
Jo Jo 

^^^i-) = ^ssi<^) ^ J ^ ^ ^ y ( A . 4) 
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We concentrate on the correlated events only, since it is clear that uncorrelated 
processes are equal to the mean detection rate. Thus for ^ssi^) to reproduce the exact 
result we must have — 

(A. 5) 

, {N)v{v-\) (A. 6) 
Λ V ' 

i.e. white noise. 
The further assumption needed to make the Langevin method appHcable is the 

Schottky formula (Rice, see Wax, 1954). This is a noise equivalent source and is 
particularly useful for representing discrete random events. The formula reads 

A = Σ ί , · W f , (A. 7) 

where qi is the net number of events (in this case neutrons) produced as a result of the 
occurrence of one nuclear reaction of type /, and TMJ is the average number of reactions 
of type I occurring per second per unit volume. It is assumed that each reaction, /, is 
independent. 

We consider two situations to obtain ^ : (1) non-fission capture in which qi = —\ 
and = {N) Σ a n d (2) a prompt fission yielding ν neutrons, such that 

= (y—\) and ηϊ^ = νΣα (Ν)p(v) Σ^,/Σ^, wherep(y) is the probability that ν neutrons 
are released in a single event. The Schottky formula now gives 

A = [ Σ „ - Ρ 6 , + Κ ν - 1 ) Σ , ] (A. 8) 

or A = 
<iV> K v - 1 ) 

V J 

which, since ρ ^ v(v-1)1 v, we can write as 

A = W K v - l ) 

(A. 9) 

(A. 10) 

Now since the process of correlation considered above includes two detections we 
have (A. 11) 

which coincides precisely with the desired result. 
A number of comments are needed here concerning delayed neutrons. These were 

neglected in the derivation of A and indeed their inclusion would have precluded us 
from considering the source as white since they have a delay time Λ̂ ·. Nevertheless, 
when due allowance is made (Sheff and Albrecht, 1966) it is found that the correction 
is of order β compared with unity and hence the white noise assumption is a good 
one. The correction arises if v¿„ the number of delayed neutrons per ith precursor, is 
considered as a random variable. This effect was not included in our original prob
ability balance equations (2.25) or (2.46) and is the reason for its effect not being shown 
in eqn. (3.46). 
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Some further comments in connection with the Langevin technique are useful. 
Thus, for example, it should be noted that eqn. (5.151) differs from eqn. (5.108) 
(neglecting delayed neutrons) because it is based upon an approximation of the exact 
equation of probability balance rather than synthesized from the Langevin equations. 
Thus, whilst both equations are of the Fokker-Planck type, they have very different 
physical origins. One is for artificially generated noise and the other for inherent 
fluctuations. This distinction is important since it shows yet again that the Langevin 
technique in its most basic form cannot predict, correctly, discrete fission events unless 
additional noise equivalent sources are added via the Schottky formula. A detailed 
derivation of the appropriate Langevin equations from which the fission fluctuation 
processes may be derived has been given by Dalfes (1963). 

Saito (1974) also describes a complete theory of noise based upon "noise equivalent 
sources" and he particularly stresses the different approaches used by various authors 
to introduce the external noise source. In particular, it is noted that sometimes the 
noise is introduced in the form of random reactivity modulations, even the fission 
process being treated in this way. On other occasions a hybrid approach is used with 
the fission noise introduced by white Schottky noise and mechanical effects by 
reactivity modulations. Quite clearly such an approach is a sensible one since there 
are many fluctuations arising from "engineering" processes which are virtually im
possible to describe in the microscopic manner necessary for employment of the 
Schottky formula. Saito accepts this fact and acknowledges that in many cases the 
appropriate noise source must be determined by engineering judgement. 
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